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PREFACE

In recent years nanotechnology has become one of the most important and exciting
forefront fields in Physics, Chemistry, Engineering and Biology. It shows great
promise for providing us in the near future with many breakthroughs that will
change the direction of technological advances in a wide range of applications. To
facilitate the timely widespread utilization of this new technology it is important to
have available an overall summary and commentary on this subject which is
sufficiently detailed to provide a broad coverage and insight into the area, and at
the same time is sufficiently readable and thorough so that it can reach a wide
audience of those who have a need to know the nature and prospects for the field.
The present book hopes to achieve these two aims.

The current widespread interest in nanotechnology dates back to the years 1996
to 1998 when a panel under the auspices of the World Technology Evaluation Center
(WTEC), funded by the National Science Foundation and other federal agencies,
undertook a world-wide study of research and development in the area of nano-
technology, with the purpose of assessing its potential for technological innovation.
Nanotechnology is based on the recognition that particles less than the size of 100
nanometers (a nanometer is a billionth of a meter) impart to nanostructures built
from them new properties and behavior. This happens because particles which are
smaller than the characteristic lengths associated with particular phenomena often
display new chemistry and physics, leading to new behavior which depends on the
size. So, for example, the electronic structure, conductivity, reactivity, melting
temperature, and mechanical properties have all been observed to change when
particles become smaller than a critical size. The dependence of the behavior on the
particle sizes can allow one to engineer their properties. The WTEC study concluded
that this technology has enormous potential to contribute to significant advances
over a wide and diverse range of technological areas ranging from producing
stronger and lighter materials, to shortening the delivery time of nano structured
pharmaceuticals to the body’s circulatory system, increasing the storage capacity of
magnetic tapes, and providing faster switches for computers. Recommendations
made by this and subsequent panels have led to the appropriation of very high levels
of finding in recent years. The research area of nanotechnology is interdisciplinary,

Xi



Xii PREFACE

covering a wide variety of subjects ranging from the chemistry of the catalysis of
nanoparticles, to the physics of the quantum dot laser. As a result researchers in
any one particular area need to reach beyond their expertise in order to appreciate
the broader implications of nanotechnology, and learn how to contribute to this
exciting new field. Technical managers, evaluators, and those who must make
funding decisions will need to understand a wide variety of disciplines. Although
this book was originally intended to be an introduction to nanotechnology, due to
the nature of the field it has developed into an introduction to selected topics in
nanotechnology, which are thought to be representative of the overall field. Because
of the rapid pace of development of the subject, and its interdisciplinary nature, a
truly comprehensive coverage does not seem feasible. The topics presented
here were chosen based on the maturity of understanding of the subjects, their
potential for applications, or the number of already existing applications. Many of
the chapters discuss present and future possibilities. General references are included
for those who wish to pursue further some of the areas in which this technology
is moving ahead.

We have attempted to provide an introduction to the subject of nanotechnology
written at a level such that researchers in different areas can obtain an appreciation
of developments outside their present areas of expertise, and so that technical
administrators and managers can obtain an overview of the subject. It is possible that
such a book could be used as a text for a graduate course on nanotechnology. Many
of the chapters contain introductions to the basic physical and chemical principles of
the subject area under discussion, hence the various chapters are self contained, and
may be read independently of each other. Thus Chapter 2 begins with a brief
overview of the properties of bulk materials that need to be understood if one is to
appreciate how, and why, changes occur in these materials when their sizes approach
a billionth of a meter. An important impetus that caused nanotechnology to advance
so rapidly has been the development of instrumentation such as the scanning
tunneling microscope that allows the visualization of the surfaces of nanometer
sized materials. Hence Chapter 3 presents descriptions of important instrumentation
systems, and provides illustrations of measurements on nano materials. The
remaining chapters cover various aspects of the field.

One of us (CPP) would like to thank his son Michael for drawing several dozen
of the figures that appear throughout the book, and his grandson Jude Jackson
for helping with several of these figures. We appreciate the comments of
Prof. Austin Hughes on the biology chapter. We have greatly benefited from the
information found in the five volume Handbook of Nanostructured Materials and
Nanotechnology edited by H. S. Nalwa, and in the book Advanced Catalysis
and Nanostructured Materials edited by W. R. Moser, both from Academic Press.



INTRODUCTION

The prefix nano in the word nanotechnology means a billionth (1 x 107°).
Nanotechnology deals with various structures of matter having dimensions of the
order of a billionth of a meter. While the word nanotechnology is relatively new, the
existence of functional devices and structures of nanometer dimensions is not new,
and in fact such structures have existed on Earth as long as life itself. The abalone, a
mollusk, constructs very strong shells having iridescent inner surfaces by organizing
calcium carbonate into strong nanostructured bricks held together by a glue made of
a carbohydrate—protein mix. Cracks initiated on the outside are unable to move
through the shell because of the nanostructured bricks. The shells represent a
natural demonstration that a structure fabricated from nanoparticles can be much
stronger. We will discuss how and why nanostructuring leads to stronger materials
in Chapter 6.

It is not clear when humans first began to take advantage of nanosized materials.
It is known that in the fourth-century A.D. Roman glassmakers were fabricating
glasses containing nanosized metals. An artifact from this period called the Lycurgus
cup resides in the British Museum in London. The cup, which depicts the death of
King Lycurgus, is made from soda lime glass containing sliver and gold nanopar-
ticles. The color of the cup changes from green to a deep red when a light source is
placed inside it. The great varieties of beautiful colors of the windows of medieval
cathedrals are due to the presence of metal nanoparticles in the glass.

Introduction to Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.



2 INTRODUCTION

The potential importance of clusters was recognized by the Irish-born chemist
Robert Boyle in his Sceptical Chymist published in 1661. In it Boyle criticizes
Aristotle’s belief that matter is composed of four elements: earth, fire, water, and air.
Instead, he suggests that tiny particles of matter combine in various ways to form
what he calls corpuscles. He refers to “minute masses or clusters that were not easily
dissipable into such particles that composed them.”

Photography is an advanced and mature technology, developed in the eighteenth
and nineteenth centuries, which depends on production of silver nanoparticles sen-
sitive to light. Photographic film is an emulsion, a thin layer of gelatin containing
silver halides, such as silverbromide, and a base of transparent cellulose acetate. The
light decomposes the silver halides, producing nanoparticles of silver, which are the
pixels of the image. In the late eighteenth century the British scientists Thomas
Wedgewood and Sir Humprey Davy were able to produce images using silver nitrate
and chloride, but their images were not permanent. A number of French and British
researchers worked on the problem in the nineteenth century. Such names as
Daguerre, Niecpce, Talbot, Archer, and Kennet were involved. Interestingly James
Clark Maxwell, whose major contributions were to electromagnetic theory, produced
the first color photograph in 1861. Around 1883 the American inventor George
Eastman, who would later found the Kodak Corporation, produced a film consisting
of a long paper strip coated with an emulsion containing silver halides. He later
developed this into a flexible film that could be rolled, which made photography
accessible to many. So technology based on nanosized materials is really not
that new.

In 1857 Michael Faraday published a paper in the Philosophical Transactions of
the Royal Society, which attempted to explain how metal particles affect the color of
church windows. Gustav Mie was the first to provide an explanation of the
dependence of the color of the glasses on metal size and kind. His paper was
published in the German Journal 4nnalen der Physik (Leipzig) in 1908.

Richard Feynman was awarded the Nobel Prize in physics in 1965 for his
contributions to quantum electrodynamics, a subject far removed from nanotechno-
logy. Feynman was also a very gifted and flamboyant teacher and lecturer on science,
and is regarded as one of the great theoretical physicists of his time. He had a wide
range of interests beyond science from playing bongo drums to attempting to
interpret Mayan hieroglyphics. The range of his interests and wit can be appreciated
by reading his lighthearted autobiographical book Surely You’re Joking, Mr
Feynman. In 1960 he presented a visionary and prophetic lecture at a meeting of
the American Physical Society, entitled “There is Plenty of Room at the Bottom,”
where he speculated on the possibility and potential of nanosized materials. He
envisioned etching lines a few atoms wide with beams of electrons, effectively
predicting the existence of electron-beam lithography, which is used today to make
silicon chips. He proposed manipulating individual atoms to make new small
structures having very different properties. Indeed, this has now been accomplished
using a scanning tunneling microscope, discussed in Chapter 3. He envisioned
building circuits on the scale of nanometers that can be used as elements in
more powerful computers. Like many of present-day nanotechnology researchers,



INTRODUCTION 3

he recognized the existence of nanostructures in biological systems. Many of
Feynman’s speculations have become reality. However, his thinking did not resonate
with scientists at the time. Perhaps because of his reputation for wit, the reaction of
many in the audience could best be described by the title of his later book Surely
You're Joking, Mr. Feynman. Of course, the lecture is now legendary among present-
day nanotechnology researchers, but as one scientist has commented, “it was so
visionary that it did not connect with people until the technology caught up with it.”

There were other visionaries. Ralph Landauer, a theoretical physicist working for
IBM in 1957, had ideas on nanoscale electronics and realized the importance that
quantum-mechanical effects would play in such devices.

Although Feynman presented his visionary lecture in 1960, there was experi-
mental activity in the 1950s and 1960s on small metal particles. It was not called
nanotechnology at that time, and there was not much of it. Uhlir reported the first
observation of porous silicon in 1956, but it was not until 1990 when room-
temperature fluorescence was observed in this material that interest grew. The
properties of porous silicon are discussed in Chapter 6. Other work in this era
involved making alkali metal nanoparticles by vaporizing sodium or potassium metal
and then condensing them on cooler materials called substrates. Magnetic fluids
called ferrofluids were developed in the 1960s. They consist of nanosized magnetic
particles dispersed in liquids. The particles were made by ballmilling in the presence
of a surface-active agent (surfactant) and liquid carrier. They have a number of
interesting properties and applications, which are discussed in Chapter 7. Another
area of activity in the 1960s involved electron paramagnetic resonance (EPR) of
conduction electrons in metal particles of nanodimensions referred to as colloids in
those days. The particles were produced by thermal decomposition and irradiation of
solids having positive metal ions, and negative molecular ions such as sodium and
potassium azide. In fact, decomposing these kinds of solids by heat is one way to
make nanometal particles, and we discuss this subject in Chapter 4. Structural
features of metal nanoparticles such as the existence of magic numbers were revealed
in the 1970s using mass spectroscopic studies of sodium metal beams. Herman
and co-workers measured the ionization potential of sodium clusters in 1978 and
observed that it depended on the size of the cluster, which led to the development of
the jellium model of clusters discussed in Chapter 4.

Groups at Bell Laboratories and IBM fabricated the first two-dimensional
quantum wells in the early 1970s. They were made by thin-film (epitaxial) growth
techniques that build a semiconductor layer one atom at a time. The work was the
beginning of the development of the zero-dimensional quantum dot, which is now
one of the more mature nanotechnologies with commercial applications. The
quantum dot and its applications are discussed in Chapter 9.

However, it was not until the 1980swith the emergence of appropriate methods of
fabrication of nanostructures that a notable increase in research activity occurred,
and a number of significant developments resulted. In 1981, a method was de-
veloped to make metal clusters using a high-powered focused laser to vaporize
metals into a hot plasma. This is discussed in Chapter 4. A gust of helium cools the
vapor, condensing the metal atoms into clusters of various sizes. In 1985, this
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method was used to synthesize the fullerene (Cgp). In 1982, two Russian scientists,
Ekimov and Omushchenko, reported the first observation of quantum confinement,
which is discussed in Chapter 9. The scanning tunneling microscope was developed
during this decade by G.K. Binnig and H. Roher of the IBM Research Laboratory in
Zurich, and they were awarded the Nobel Prize in 1986 for this. The invention of the
scanning tunneling microscope (STM) and the atomic force microscope (AFM),
which are described in Chapter 3, provided new important tools for viewing,
characterizing, and atomic manipulation of nanostructures. In 1987, B. J. van Wees
and H. van Houten of the Netherlands observed steps in the current—voltage curves
of small point contacts. Similar steps were observed by D. Wharam and M. Pepper of
Cambridge University. This represented the first observation of the quantization
of conductance. At the same time T. A. Fulton and G.J. Dolan of Bell Laboratories
made a single-electron transistor and observed the Coulomb blockade, which is
explained in Chapter 9. This period was marked by development of methods of
fabrication such as electron-beam lithography, which are capable of producing
10-nm structures. Also in this decade layered alternating metal magnetic and
nonmagnetic materials, which displayed the fascinating property of giant magne-
toresistance, were fabricated. The layers were a nanometer thick, and the materials
have an important application in magnetic storage devices in computers. This subject
is discussed in Chapter 7.

Although the concept of photonic crystals was theoretically formulated in the late
1980s, the first three-dimensional periodic photonic crystal possessing a complete
bandgap was fabricated by Yablonovitch in 1991. Photonic crystals are discussed in
Chapter 6. In the 1990s, lijima made carbon nanotubes, and superconductivity and
ferromagnetism were found in Cgq structures. Efforts also began to make molecular
switches and measure the electrical conductivity of molecules. A field-effect
transistor based on carbon nanotubes was demonstrated. All of these subjects are
discussed in this book. The study of self-assembly of molecules on metal surfaces
intensified. Self-assembly refers to the spontaneous bonding of molecules to metal
surfaces, forming an organized array of molecules on the surface. Self-assembly of
thiol and disulfide compounds on gold has been most widely studied, and the work is
presented in Chapter 10.

In 1996, a number of government agencies led by the National Science Foun-
dation commissioned a study to assess the current worldwide status of trends,
research, and development in nanoscience and nanotechnology. The detailed
recommendations led to a commitment by the government to provide major funding
and establish a national nanotechnology initiative. Figure 1.1 shows the growth of
U.S. government funding for nanotechnology and the projected increase due to the
national nanotechnology initiative. Two general findings emerged from the study.

The first observation was that materials have been and can be nanostructured for
new properties and novel performance. The underlying basis for this, which we
discuss in more detail in later chapters, is that every property of a material has
a characteristic or critical length associated with it. For example, the resistance of
a material that results from the conduction electrons being scattered out of
the direction of flow by collisions with vibrating atoms and impurities, can be
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Figure 1.1. Fundingfor nanotechnologyresearch by year. The top tracing indicates spending by
foreign governments; bottom, U.S. government spending. The dashed line represents proposed
spending for 2002. (From U.S. Senate Briefing on nanotechnology, May 24,2001 and National
Science Foundation.)

characterized by a length called the scattering length. This length is the average
distance an electron travels before being deflected. The fundamental physics and
chemistry changes when the dimensions of a solid become comparable to one or
more of these characteristic lengths, many of which are in the nanometer range.
One of the most important examples of this is what happens when the size of a
semiconducting material is in the order of the wavelength of the electrons or holes
that carry current. As we discuss in Chapter 9, the electronic structure of the system
completely changes. This is the basis of the quantum dot, which is a relatively
mature application of nanotechnology resulting in the quantum-dot laser presently
used to read compact disks (CDs). However, as we shall see in Chapter 9, the
electron structure is strongly influenced by the number of dimensions that are
nanosized.

If only one length of a three-dimensional nanostructure is of a nanodimension, the
structure is known as a quantum well, and the electronic structure is quite different
from the arrangement where two sides are of nanometer length, constituting what is
referred to as a quantum wire. A quantum dot has all three dimensions in the
nanorange. Chapter 9 discusses in detail the effect of dimension on the electronic
properties of nanostructures. The changes in electronic properties with size result in
major changes in the optical properties of nanosized materials, which is discussed in
Chapter 8, along with the effects of reduced size on the vibrational properties of
materials.

The second general observation of the U.S. government study was a recognition
of the broad range of disciplines that are contributing to developments in the field.
Work in nanotechnology can be found in university departments of physics, chem-
istry, and environmental science, as well as electrical, mechanical, and chemical
engineering. The interdisciplinary nature of the field makes it somewhat difficult for
researchers in one field to understand and draw on developments in another area. As
Feynman correctly pointed out, biological systems have been making nanometer
functional devices since the beginning of life, and there is much to learn from
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biology about how to build nanostructured devices. How, then, can a solid-state
physicist who is involved in building nanostructures but who does not know the
difference between an amino acid and a protein learn from biological systems? It is
this issue that motivated the writing of the present book. The book attempts to
present important selected topics in nanotechnology in various disciplines in such a
way that workers in one field can understand developments in other fields. In order
to accomplish this, it is necessary to include in each chapter some introductory
material. Thus, the chapter on the effect of nanostructuring on ferromagnetism
(Chapter 7) starts with a brief introduction to the theory and properties of ferro-
magnets. As we have mentioned above, the driving force behind nanotechnology is
the recognition that nanostructured materials can have chemistry and physics
different from those of bulk materials, and a major objective of this book is to
explain these differences and the reasons for them. In order to do that, one has to
understand the basic chemistry and physics of the bulk solid state. Thus, Chapter 2
provides an introduction to the theory of bulk solids. Chapter 3 is devoted to
describing the various experimental methods used to characterize nanostructures.
Many of the experimental methods described such as the scanning tunneling
microscope have been developed quite recently, as was mentioned above, and
without their existence, the field of nanotechnology would not have made the
progress it has. The remaining chapters deal with selected topics in nanotechnology.
The field of nanotechnology is simply too vast, too interdisciplinary, and too rapidly
changing to cover exhaustively. We have therefore selected a number of topics to
present. The criteria for selection of subjects is the maturity of the field, the degree of
understanding of the phenomena, and existing and potential applications. Thus most
of the chapters describe examples of existing applications and potential new ones.
The applications potential of nanostructured materials is certainly a cause of the
intense interest in the subject, and there are many applications already in the
commercial world. Giant magnetoresistivity of nanostructured materials has been
introduced into commercial use, and some examples are given in Chapter 7. The
effect of nanostructuring to increase the storage capacity of magnetic tape devices is
an active area of research, which we will examine in some detail in Chapter 7.
Another area of intense activity is the use of nanotechnology to make smaller
switches, which are the basic elements of computers. The potential use of carbon
nanotubes as the basic elements of computer switches is described in Chapter 5. In
Chapter 13 we discuss how nanosized molecular switching devices are subjects of
research activity. Another area of potential application is the role of nanostructuring
and its effect on the mechanical properties of materials. In Chapter 6, we discuss
how consolidated materials made of nanosized grains can have significantly different
mechanical properties such as enhanced yield strength. Also discussed in most of the
chapters are methods of fabrication of the various nanostructure types under
discussion. Development of large-scale inexpensive methods of fabrication is a
major challenge for nanoscience if it is to have an impact on technology. As we
discuss in Chapter 5, single-walled carbon nanotubes have enormous application
potential ranging from gas sensors to switching elements in fast computers.
However, methods of manufacturing large quantities of the tubes will have to be
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developed before they will have an impact on technology. Michael Roukes, who is
working on development of nanoelectromechanical devices, has pointed out some
other challenges in the September 2001 issue of Scientific American. One major
challenge deals with communication between the nanoworld and the macroworld.
For example, the resonant vibrational frequency of a rigid beam increases as the size
of the beam decreases. In the nanoregime the frequencies can be as high 10'° Hertz,
and the amplitudes of vibration in the picometer (107'%) to femtometer (10~'%)
range. The sensor must be able to detect these small displacements and high
frequencies. Optical deflection schemes, such as those used in scanning tunneling
microscopy discussed in Chapter 3, may not work because of the diffraction limit,
which becomes a problem when the wavelength of the light is in the order of the size
of the object from which the light is to be reflected. Another obstacle to be overcome
is the effect of surface on nanostructures. A silicon beam 10 nm wide and 100 nm
long has almost 10% of its atoms at or near the surface. The surface atoms will affect
the mechanical behavior (strength, flexibility, etc.) of the beam, albeit in a way that is
not yet understood.



INTRODUCTION TO
PHYSICS OF THE
SOLID STATE

In this book we will be discussing various types of nanostructures. The materials
used to form these structures generally have bulk properties that become modified
when their sizes are reduced to the nanorange, and the present chapter presents
background material on bulk properties of this type. Much of what is discussed here
can be found in a standard text on solid-state physics [e.g., Burns (1985); Kittel
(1996); see also Yu and Cardona (2001})].

2.1. STRUCTURE

2.1 .1 Size Dependence of Properties

Many properties of solids depend on the size range over which they are measured.
Microscopic details become averaged when investigating bulk materials. At the
macro- or large-scale range ordinarily studied in traditional fields of physics such as
mechanics, electricity and magnetism, and optics, the sizes of the objects under
study range from millimeters to kilometers. The properties that we associate with
these materials are averaged properties, such as the density and elastic moduli in

Introduction t© Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens.
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mechanics, the resistivity and magnetization in electricity and magnetism, and the
dielectric constant in optics. When measurements are made in the micrometer
or nanometer range, many properties of materials change, such as mechanical,
ferroelectric, and ferromagnetic properties. The aim of the present book is to
examine characteristics of solids at the next lower level of size, namely, the
nanoscale level, perhaps from 1 to 100 nm. Below this there is the atomic scale
near 0.1 nm, followed by the nuclear scale near a femtometer (10~'° m). In order to
understand properties at the nanoscale level it is necessary to know something about
the corresponding properties at the macroscopic and mesoscopic levels, and the
present chapter aims to provide some of this background.

Many important nanostructures are composed of the group IV elements Si or Ge,
type III-V semiconducting compounds such as GaAs, or type 11-VI semiconduct-
ing materials such as CdS, so these semiconductor materials will be used to illustrate
some of the bulk properties that become modified with incorporation into nano-
structures. The Roman numerals IV, III, V, and so on, refer to columns of the periodic
table. Appendix B provides tabulations of various properties of these semiconductors.

2.1.2. Crystal Structures

Most solids are crystalline with their atoms arranged in a regular manner. They have
what is called long-range order because the regularity can extend throughout the
crystal. In contrast to this, amorphous materials such as glass and wax lack long-
range order, but they have what is called short-range order so the local environment
of each atom is similar to that of other equivalent atoms, but this regularity does not
persist over appreciable distances. Liquids also have short-range order, but lack
long-range order. Gases lack both long-range and short-range order.

Figure 2.1 shows the five regular arrangements of lattice points that can occur in
two dimensions: the square (a), primitive rectangular (b), centered rectangular (c),
hexagonal (d), and oblique (e) types. These arrangements are called Bravais lattices.
The general or oblique Bravais lattice has two unequal lattice constantsa # b and an
arbitrary angle & between them. For the perpendicular case when 8 =90°, the lattice
becomes the rectangular type. For the special case a =b and # =60°, the lattice is
the hexagonal type formed from equilateral triangles. Each lattice has a unit cell,
indicated in the figures, which can replicate throughout the plane and generate the
lattice.

b blefo b .
L] a L Fl L ) L 3 L]
(b () @ O}

a

(@)

Figure 2.1. The five Bravais lattices that occur in two dimensions, with the unit cells indicated:
(a) square; (b) primitive rectangular; (c) centered rectangular; (d) hexagonal; (e) oblique.
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Figure2.2. Sketch of atwo-dimensionalcrystal structure based on a primitive rectangular lattice
containing two diatomic molecules AB in each unit cell.

A crystal structure is formed by associating with a lattice a regular arrangement of
atoms or molecules. Figure 2.2 presents a two-dimensional crystal structure based on
a primitive rectangular lattice containing two diatomic molecules A-B in each unit
cell. A single unit cell can generate the overall lattice.

In three dimensions there are three lattice constants, a, b, and ¢, and three angles:
« between b and c; 8 between a and c, and y between lattice constants a and b. There
are 14 Bravais lattices, ranging from the lowest-symmetry triclinic type in which all
three lattice constants and all three angles differ from each other (a# b # ¢ and
o # B # 7), to the highest-symmetry cubic case in which all the lattice constants are
equal and all the angles are 90" (a=b =c and o« =f =y =90°). There are
three Bravais lattices in the cubic system, namely, a primitive or simple cubic (SC)
lattice in which the atoms occupy the eight apices of the cubic unit cell, as shown in
Fig. 2.3a, a body-centered cubic (BCC) lattice with lattice points occupied at the
apices and in the center of the unit cell, as indicated in Fig. 2.3b, and a face-centered
cubic (FCC) Bravais lattice with atoms at the apices and in the centers of the faces,
as shown in Fig. 2.3c.

In two dimensions the most efficient way to pack identical circles (or spheres) is
the equilateral triangle arrangement shown in Fig. 2.4a, corresponding to the
hexagonal Bravais lattice of Fig. 2.1d. A second hexagonal layer of spheres can
be placed on top of the first to form the most efficient packing of two layers, as
shown in Fig. 2.4b. For efficient packing, the third layer can be placed either above

(a) (b) (c)

Figure2.3. Unit cells of the three cubic Bravais lattices: (a) simple cubic (SC); (b) body-centered
cubic (BCC); (c) face-centered cubic (FCC).
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(@) (b)

Figure 2.4. Close packing of spheres on a flat surface: (a) for a monolayer; (b) with a second
layer added. The circles of the second layer are drawn smaller for clarity. The location of an
octahedral site is indicated by x, and the position of a tetrahedral site is designated by 7 on
panel (b).

the first layer with an atom at the location indicated by Tor in the third possible
arrangement with an atom above the position marked by X on the figure. In the first
case a hexagonal lattice with a hexagonal close-packed (HCP) structure is generated,
and in the second case a face-centered cubic lattice results. The former is easy to
visualize, but the latter is not so easy to picture.

In the three-dimensional case of close-packed spheres there are spaces or sites
between the spheres where smaller atoms can reside. The point marked by X on
Fig. 2.4b, called an octahedral site, is equidistant from the three spheres O below it,
and from the three spheres O above it. An atom A at this site has the local
coordination AOq. The radius a.,,, of this octahedral site is

Qoo = 3(2 = V2)a = (V2 — D)ay = 0.414214, Q2.1

where a is the lattice constant and «, is the radius of the spheres. The number of
octahedral sites is equal to the number of spheres. There are also smaller sites, called
tetrahedral sites, labeled T in the figure that are equidistant from four nearest-
neighbor spheres, one below and three above, corresponding to AO, for the local
coordination. This is a smaller site since its radius ay is

ar =13 = v2a=[E)""~1]ay = 0.2247a, (2.2)

There are twice as many tetrahedral sites as there are spheres in the structure. Many
diatomic oxides and sulfides such as MgO, MgS, MnO, and MnS have their larger
oxygen or sulfur anions in a perfect FCC arrangement with the smaller metal cations
located at octahedral sites. This is called the NaCl lattice type, where we use the term
anion for a negative ion (e.g., C17) and cation for a positive ion (e.g., Nat). The
mineral spinel MgAl,O,4 has a face-centered arrangement of divalent oxygens (0
(radius 0.132nm) with the A** ions (radius 0.051nm) occupying one-half of the
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octahedral sites and Mg?* (radius 0.066 nm) located in one-eighth of the tetrahedral
sites in a regular manner.

2.1.3. Face-Centered Cubic Nanoparticles

Most metals in the solid state form close-packed lattices; thus Ag, Al, Au, Co, Cu,
Pb, Pt, and Rh, as well as the rare gases Ne, Ar, Kr, and Xe, are face-centered cubic
(FCC), and Mg, Nd, Os, Re, Ru, Y, and Zn, are hexagonal close-packed (HCP). A
number of other metallic atoms crystallize in the not so closely packed body-
centered cubic (BCC) lattice, and a few such as Cr, Li, and Sr crystallize in all three
structure types, depending on the temperature. An atom in each of the two close-
packed lattices has 12 nearest neighbors. Figure 2.5 shows the 12 neighbors that
surround an atom (darkened circle) located in the center of a cube for a FCC lattice.
Figure 10.18 (of Chapter 10) presents another perspective of the 12 nearest
neighbors. These 13 atoms constitute the smallest theoretical nanoparticle for an
FCC lattice. Figure 2.6 shows the 14-sided polyhedron, called a dekatessarahedron,
that is generated by connecting the atoms with planar faces. Sugano and Koizumi
(1998) call this polyhedron a cuboctahedron. The three open circles at the upper
right of Fig. 2.6 are the three atoms in the top layer of Fig. 10.18, the six darkened
circles plus an atom in the center of the cube of Fig. 2.6 constitute the middle layer
of that figure, and the open circle at the lower left of Fig. 2.5 is one of the three
obscured atoms in the plane below the cluster pictured in Fig. 10.18. This 14-sided
polyhedron has six square faces and eight equilateral triangle faces.

If another layer of 42 atoms is layed down around the 13-atom nanoparticle, one
obtains a 55-atom nanoparticle with the same dekatessarahedron shape. Larger

)
./

Q

Figure 2.5. Face-centered cubic unit cell showingthe 12 nearest-neighboratoms that surround
the atom (darkened circle) in the center.
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Figure 2.6. Thirteen-atom nanopatrticle set in its FCC unit cell, showing the shape of the 14-
sided polyhedron associated with the nanocluster. The three open circles at the upper right
correspondto the atoms of the top layer of the nanoparticlesketched in Fig. 10.8 (of Chapter 10),
the six solid circles plus the atom (not pictured) in the center of the cube constitute the middle
hexagonallayer of that figure, and the open circle at the lower left corner of the cube is one of the
three atoms at the bottom of the cluster of Fig. 10.18.

nanoparticles with the same polyhedral shape are obtained by adding more
layers, and the sequence of numbers in the resulting particles, N =
1,13,55,147,309,561, . .., which are listed in Table 2.1, are called structural
magic numbers. For n layers the number of atoms N in this FCC nanoparticle is
given by the formula

N =1[10n® — 150> T 11n -3] (2.3)
and the number of atoms on the surface Ny, is

Ny =10n* —=20n +12 (2.4)
For each value of n, Table 2.1 lists the number of atoms on the surface, as well as the
percentage of atoms on the surface. The table also lists the diameter of each
nanoparticle, which is given by the expression (2n — 1)d, where d is the distance
between the centers of nearest-neighbor atoms, and d = a/~/2, where a is the lattice
constant. If the same procedure is used to construct nanoparticles with the hexagonal
close-packed structure that was discussed in the previous section, a slightly different
set of structural magic numbers is obtained, namely, 1,13,57,153,321,581, ....
Purely metallic FCC nanoparticles such as Auss tend to be very reactive and have
short lifetimes. They can be ligand-stabilized by adding atomic groups between their
atoms and on their surfaces. The Augs nanoparticle has been studied in the ligand-
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Table 2.1. Number of atoms (structural magic numbers)in rare gas or
metallic nanoparticles with face-centered cubic close-packed structure®

Number of FCC Nanoparticle Atoms

Shell
Number Diameter Total On Surface % Surface
1 Id 1 1 100
2 3d 13 12 92.3
3 5d 55 42 16.4
4 7d 147 92 62.6
5 9d 309 162 52.4
6 114 561 252 44.9
7 13d 923 362 39.2
8 15d 1415 492 34.8
9 17d 2057 642 312
10 19d 2869 812 28.3
11 21d 3871 1002 25.9
12 23d 5083 1212 23.8
25 49d 4.90 x 10* 576 x 10° 11.7
50 994 4.04 x 10° 2.40 x 10* 5.9
75 149d 1.38x 10° 5.48 x 10* 4.0
100 199d 3.28 x 10° 9.80 x 10* 3.0

"The diameters 4 in nanometers for some representative FCC atoms are Al 0.286,
Ar 0.376, Au 0.288, Cu 0.256, Fe 0.248, Kr 0.400, Pb 0.350, and Pd 0.275.

stabilized form Augs(PPh;),,Clg which has the diameter of ~1.4 nm, where PPh,
is an organic group. Further examples are the magic number nanoparticles
Ptyg0(1, 10-phenantroline)yO44 and Pdsg; (1, 10-phenantroline)Oyq0.

The magic numbers that we have been discussing are called structural
magic numbers because they arise from minimum-volume, maximum-density nano-
particles that approximate a spherical shape, and have close-packed structures
characteristic of a bulk solid. These magic numbers take no account of the electronic
structure of the consitituent atoms in the nanoparticle. Sometimesthe dominant factor
in determining the minimum-energy structure of small nanoparticles is the interactions
of the valence electrons of the constituent atoms with an averaged molecular potential,
sothat the electrons occupy orbital levels associated with this potential. Atomic cluster
configurations in which these electrons fill closed shells are especially stable, and
constitute electronic magic numbers. Their atomic structures differ from the FCC
arrangement, as will be discussed in Sections 4.2.1 and 4.2.2 (of Chapter 4).

When mass spectra were recorded for sodium nanoparticles Nay, it was found
that mass peaks corresponding to the first 15 electronic magic numbers N =
3,9,20,36,61, . .. were observed for cluster sizes up to N = 1220 atoms (n = 15),
and FCC structural magic numbers starting with N = 1415 for n = 8 were observed
for larger sizes [Martin et al. (1990); see also Sugano and Koizumi (1998), p. 90].
The mass spectral data are plotted versus the cube root of the number of atoms N1/3
in Fig. 2.7, and it is clear that the lines from both sets of magic numbers are
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Sodium Nanoparticle Na, Magic Numbers
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Figure 2.7. Dependence of the observed mass spectra lines from Ng  nanoparticles on the
cube root N'/2 of the number of atoms N in the cluster. The lines are labeled with the index n of
their electronic and structural magic numbers obtained from Martin et al. (1990).

approximately equally spaced, with the spacing between the structural magic
numbers about 2.6 times that between the electronic ones. This result provides
evidence that small clusters tend to satisfy electronic criteria and large structures
tend to be structurally determined.

2.1.4. Tetrahedrally Bonded Semiconductor Structures

The type I1I-V and type 11-VI binary semiconducting compounds, such as GaAs and
ZnS, respectively, crystallize with one atom situated on a FCC sublattice at the
positions 000, 110,104 and 011, and the other atom on a second FCC sublattice
displaced from the first by the amount 111 along the body diagonal, as shown in Fig.

2.8b. This is called the zinc blende or4Z4r?S structure. It is clear from the figure that
each Zn atom (white sphere) is centered in a tetrahedron of S atoms (black spheres),
and likewise each S has four similarly situated Zn nearest neighbors. The small half-
sized, dashed-line cube delineates one such tetrahedron. The same structure would
result if the Zn and S atoms were interchanged.

The elements Si and Ge crystallize in this same structure by having the Si (or Ge)
atoms occupying all the sites on the two sublattices, so there are eight identical
atoms in the unit cell. This atom arrangement, sketched in Fig. 2.8a, is called the
diamond structure. Both Si and Ge have a valence of 4, so from bonding con-
siderations, it is appropriate for each to be bound to four other atoms in the shape of
a regular tetrahedron.

In Appendix B we see that Table B.I lists the lattice constants a for various
compounds with the zinc blende structure, and Table B.2 provides the crystal radii of
their monatomic lattices in which the atoms are uncharged, as well as the ionic radii
for ionic compounds in which the atoms are charged. We see from Table B.2 that the
negative anions are considerably larger than the positive cations, in accordance with
the sketch of the unit cell presented in Fig. 2.9, and this size differential is greater for
the III-V compounds than for the 11-VI compounds. However, these size changes
for the negative and positive ions tend to balance each other so that the III-V
compounds have the same range of lattice constants as the 11-VI compounds, with Si
and Ge also in this range. Table B.4 gives the molecular masses, and Table B.5 gives
the densities of these semiconductors. The three tables B.I, B.4, and B.5 show a
regular progression in the values as one goes from left to right in a particular row,
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Figure 2.8. Unit cell of the diamond structure (a), which contains only one type of atom, and
corresponding unit cell of the zinc blende (sphalerite) structure (b), which contains two atom
types. The rods represent the tetrahedral bonds between nearest-neighbor atoms. The small
dashed line cube in (b) delineates a tetrahedron. (From G. Burns, Solid State Physics, Academic
Press, Boston, 1985, p.148.)

and as one goes from top to bottom in a particular column. This occurs because of
the systematic increase in the size of the atoms in each group with increasing atomic
number, as indicated in Table B.2.

There are two simple models for representing these AC binary compound
structures. For an ionic model the lattice A”~C"* consists of a FCC arrangement

Figure 2.9. Packingof larger S atoms and smaller Zn atoms in the zinc blende (ZnS) structure.
Each atom is centered in a tetrahedron of the other atom type. (From R. W. G. Wyckoff, Crystal
Structures, Vol. 1, Wiley, New York, 1963, p. 109.)
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of the large anions A"~ with the small cations C"* located in the tetrahedral sites of
the anion FCC lattice. If the anions touch each other, their radii have the value
a, =a/2+/2, where a is the lattice parameter, and the radius a; of the tetrahedral site
a; =0.22474, is given by Eq. (2.2). This is the case for the very small AI** cation
in the AISb structure. In all other cases the cations in Table B.2 are too large to fit in
the tetrahedral site so they push the larger anions further apart, and the latter no
longer touch each other, in accordance with Fig. 2.9. In a covalent model for the
structure consisting of neutral atoms A and C the atom sizes are comparable, as the
data in Table B.2 indicate, and the structure resembles that of Si or Ge. To compare
these two models, we note that the distance between atom A at lattice position 000
and its nearest neighbor C at position 111 is equal to §+/3a, and in Table B.3 we
compare this crystallographically evaluated distance with the sums of radii of ions
A", C" from the ionic model, and with the sums of radii of neutral atoms A and C
of the covalent model using the data of Table B.2. We see from the results on Table
B.3 that neither model fits the data in all cases, but the neutral atom covalent model
is closer to agreement. For comparison purposes we also list corresponding deta for
several alkali halides and alkaline-earth chalcogenides that crystallize in the cubic
rock salt or NaCl structure, and we see that all of these compounds fit the ionic
model very well. In these compounds each atom type forms a FCC lattice, with the
atoms of one FCC lattice located at octahedral sites of the other lattice. The
octahedral site has the radius a,, =0.41411a, given by Eq. (2.1), which is larger
than the tetrahedral one of Eq. (2.2).

Since the alkali halide and alkaline-earth chalcogenide compounds fit the ionic
model so well, it is significant that neither model fits the structures of the
semiconductor compounds. The extent to which the semiconductor crystals exhibit
ionic or covalent bonding is not clear from crystallographic data. If the wavefunction
describing the bonding is written in the form

Y= acovll/cov + aionll/ion (25)

where the coefficients of the covalent and ionic wavefunction components are
normalized

agov + aizon =1 (2.6)

then a2, is the fractional covalency and ai?,, is the fractional ionicity of the bond. A
chapter (Poole and Farach 2001) in a book by Karl Boer (2001) tabulates the
effective charges e* associated with various 11-VI and III-V semiconducting
compounds, and this effective charge is related to the fractional covalency by the
expression

) 8—-N+e

— 2.
aCOV - 8 ( 7)
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where N =2 for 11-VI and N = 3 for III-V compounds. The fractional charges all
lie in the range from 0.43 to 0.49 for the compounds under consideration. Using the
e* tabulations in the Boer book and Eqg. (2.7), we obtain the fractional covalencies of
a2, 081 for all the 11-VI compounds, and a2,, ~ 0.68 for all the III-V
compounds listed in Tables B.I, B.4, B.S, and so on. These values are consistent
with the better fit of the covalent model to the crystallographic data for these
compounds.

We conclude this section with some observations that will be of use in later
chapters. Table B.1 shows that the typical compound GaAs has the lattice constant
a = 0.565 nm, so the volume of its unit cell is 0.180nm?, corresponding to about 22
of each atom type per cubic nanometer. The distances between atomic layers in the
100, 110, and 111directions are, respectively,0.565 nm, 0.400 nm, and 0.326 nm for
GaAs. The various I11-V semiconducting compounds under discussion form mixed
crystals over broad concentration ranges, as do the group of 11-VI compounds. In a
mixed crystal of the type In,Ga,_,As it is ordinarily safe to assume that Vegard’s law
is valid, whereby the lattice constant a scales linearly with the concentration
parameter x. As a result, we have the expressions

a(x) = a(GaAs) T [a(InAs) — a(GaAs)jx
=0.565 10.041~ (2.8)

where 0 <x < 1. In the corresponding expression for the mixed semiconductor
Al Ga;_,As the term +0.001x replaces the term +0.041x, so the fraction of lattice
mismatch 2|aaias — aGaas!/(@aias +aGaAs) =0.0018 =0.18% for this system is
quite minimal compared to that [2|apas — AGaas!/(@ias +aGaAS) =0.070 = 7.0%)]
of the In,Ga;_,As system, as calculated from Eq. (2.8) [see also Eq. (10-3).] Table
B.1 gives the lattice constants a for various I1I-V and 11-VI semiconductors with the
zinc blende structure.

2.1.5. Lattice Vibrations

We have discussed atoms in a crystal as residing at particular lattice sites, but in
reality they undergo continuous fluctuations in the neighborhood of their regular
positions in the lattice. These fluctuations arise from the heat or thermal energy in
the lattice, and become more pronounced at higher temperatures. Since the atoms are
bound together by chemical bonds, the movement of one atom about its site causes
the neighboring atoms to respond to this motion. The chemical bonds act like
springs that stretch and compress repeatedly during oscillatory motion. The result is
that many atoms vibrate in unison, and this collective motion spreads throughout the
crystal. Every type of lattice has its own characteristic modes or frequencies of
vibration called normal modes, and the overall collective vibrational motion of the
lattice is a combination or superposition of many, many normal modes. For a
diatomic lattice such as GaAs, there are low-frequency modes called acoustic modes,
in which the heavy and light atoms tend to vibrate in phase or in unison with each
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other, and high-frequency modes called optical modes, in which they tend to vibrate
out of phase.

A simple model for analyzing these vibratory modes is a linear chain of
alternating atoms with a large mass M and a small mass m joined to each other
by springs (~) as follows:

~m~M~m~M~m~M~m~M ~

When one of the springs stretches or compresses by an amount Ax, a force is exerted
on the adjacent masses with the magnitude C Ax, where C is the spring constant. As
the various springs stretch and compress in step with each other, longitudinal modes
of vibration take place in which the motion of each atom is along the string direction.
Each such normal mode has a particular frequency w and a wavevector K =2m/2,
where 2 is the wavelength, and the energy E, associated with the mode is given by
E =%w. There are also transverse normal modes in which the atoms vibrate back
and forth in directions perpendicular to the line of atoms. Figure 2.10 shows the
dependence of @ on k for the low-frequency acoustic and the high-frequency optical
longitudinal modes. We see that the acoustic branch continually increases in
frequency ¢ with increasing wavenumber K, and the optical branch continuously
decreases in frequency. The two branches have respective limiting frequencies given
by 2C/M)Y? and (2C/m)"/2, with an energy gap between them at the edge of the

J2elL+ \
m B Optical

J2c/m .
Acoustic

0 k n/a

Figure 2.10. Dependence of the longitudinal normal-mode vibrational frequency w on the
wavenumber k = 2rx/4 for a linear diatomic chain of atoms with alternating masses m < M
having an equilibrium spacing a, and connected by bonds with spring constant C. (From C. P.
Poole, Jr., The Physics Handbook, Wiley, New York, 1998, p. 53.)
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Brillouin zone k., ==/a, where a is the distance between atoms m and M at
equilibrium. The Brillouin zone is a unit cell in wavenumber or reciprocal space, as
will be explained later in this chapter. The optical branch vibrational frequencies are
in the infrared region of the spectrum, generally with frequencies in the range from
102 to 3 x 10'* Hz, and the acoustic branch frequencies are much lower. In three
dimensions the situation is more complicated, and there are longitudinal acoustic
(LA), transverse acoustic (TA), longitudinal optical (LO), and transverse optical
(TO) modes.

The atoms in molecules also undergo vibratory motion, and a molecule contain-
ing N atoms has 3N — 6 normal modes of vibration. Particular molecular groups
such as hydroxyl —OH, amino —NH, and nitro —NO, have characteristic normal
modes that can be used to detect their presence in molecules and solids.

The atomic vibrations that we have been discussing correspond to standing-wave
types. This vibrational motion can also produce traveling waves in which localized
regions of vibratory atomic motion travel through the lattice. Examples of such
traveling waves are sound moving through the air, or seismic waves that start at the
epicenter of an earthquake, and travel thousands of miles to reach a seismograph
detector that records the earthquake event many minutes later. Localized traveling
waves of atomic vibrations in solids, called phonons, are quantized with the energy
fico = hv, where v = w/2x is the frequency of vibration of the wave. Phonons play
an important role in the physics of the solid state.

2.2. ENERGY BANDS

2.2.1. Insulators, Semiconductors, and Conductors

When a solid is formed the energy levels of the atoms broaden and form bands with
forbidden gaps between them. The electrons can have energy values that exist within
one of the bands, but cannot have energies corresponding to values in the gaps
between the bands. The lower energy bands due to the inner atomic levels are
narrower and are all full of electrons, so they do not contribute to the electronic
properties of a material. They are not shown in the figures. The outer or valence
electrons that bond the crystal together occupy what is called a valence band. For an
insulating material the valence band is full of electrons that cannot move since they
are fixed in position in chemical bonds. There are no delocalized electrons to carry
current, so the material is an insulator. The conduction band is far above the valence
band in energy, as shown in Fig. 2.11a, so it is not thermally accessible, and remains
essentially empty. In other words, the heat content of the insulating material at room
temperature T = 300 K is not sufficient to raise an appreciable number of electrons
from the valence band to the conduction band, so the number in the conduction band
is negligible. Another way to express this is to say that the value of the gap energy £,
far exceeds the value k57 of the thermal energy, where kg is Boltzmann’s constant.

In the case of a semiconductor the gap between the valence and conduction bands
is much less, as shown in Fig. 2.11b, so £, is closer to the thermal energy k37, and
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Figure 2.11. Energy bands of (a) an insulator, (b) an intrinsic semiconductor, and (c) a
conductor. The cross-hatching indicates the presence of electrons in the bands.

the heat content of the material at room temperature can bring about the thermal
excitation of some electrons from the valence band to the conduction band where
they carry current. The density of electrons reaching the conduction band by this
thermal excitation process is relatively low, but by no means negligible, so the
electrical conductivity is small; hence the term semiconducting. A material of this
type is called an intrinsic semiconductor. A semiconductor can be doped with donor
atoms that give electrons to the conduction band where they can carry current. The
material can also be doped with acceptor atoms that obtain electrons from the
valence band and leave behind positive charges called holes that can also carry
current. The energy levels of these donors and acceptors lie in the energy gap, as
shown in Fig. 2.12. The former produces n-type, that is, negative-charge or electron,
conductivity, and the latter produces p-type, that is, positive-charge or hole,

%/ //////////// . . / 7 y—
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Figure2.12. Sketchof the forbidden energy gap showing acceptor levelsthe typical distance Ap
above the top of the valence band, donor levels the typical distance Ap below the bottom of the

conduction band, and deep trap levels nearer to the center of the gap. The value of the thermal
energy kg T is indicated on the right.
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conductivity, as will be clarified in Section 2.3.1. These two types of conductivity in
semiconductors are temperature-dependent, as is the intrinsic semiconductivity.

A conductor is a material with a fill valence band, and a conduction band partly
fill with delocalized conduction electrons that are efficient in carrying electric
current. The positively charged metal ions at the lattice sites have given up their
electrons to the conduction band, and constitute a background of positive charge for
the delocalized electrons. Figure 2.11c shows the energy bands for this case.

In actual crystals the energy bands are much more complicated than is suggested
by the sketches of Fig. 2.11, with the bands depending on the direction in the lattice,
as we shall see below.

2.2.2. Reciprocal Space

In Sections 2.1.2 and 2.1.3 we discussed the structures of different types of crystals
in ordinary or coordinate space. These provided us with the positions of the atoms in
the lattice. To treat the motion of conduction electrons, it is necessary to consider a
different type of space that is mathematically called a dual space relative to the
coordinate space. This dual or reciprocal space arises in quantum mechanics, and a
brief qualitative description of it is presented here.

The basic relationship between the frequency f = w/2=, the wavelength A, and
the velocity v of awave is Af =wv. It is convenient to define the wavevector k =2xr/4
to give ¥ = (k/2m)v. For a matter wave, or the wave associated with conduction
electrons, the momentump =wmu of an electron of mass m is given by p = (h/2n)k,
where Planck’s constant 4 is a universal constant of physics. Sometimes a reduced
Planck’s constant # = k/2n is used, where p = hk. Thus for this simple case the
momentum is proportional to the wavevectork, and K is inversely proportional to the
wavelength with the units of reciprocal length, or reciprocal meters. \We can define a
reciprocal space called k space to describe the motion of electrons.

If a one-dimensional crystal has a lattice constant a and a length that we take to
be L =10a, then the atoms will be present along a line at positions x =0, a,
2a,3a,...,10a =L. The corresponding wavevector k will assume the values
k=2n/L,4n/L, 67/L, ...,20n/L =2n/a. We see that the smallest value of k is
2n/L, and the largest value is 27 /a. The unit cell in this one-dimensional coordinate
space has the length a, and the important characteristic cell in reciprocal space,
called the Brillouin zone, has the value 2z /a. The electron sites within the Brillouin
zone are at the reciprocal lattice points k =2nn/L, where for our example n =
1,2,3,...,10,and k =2n/a at the Brillouin zone boundary where n = 10.

For a rectangular direct lattice in two dimensions with coordinates x and y, and
lattice constants a and b, the reciprocal space is also two-dimensional with the
wavevectors £, and ,. By analogy with the direct lattice case, the Brillouin zone in
this two-dimensional reciprocal space has the length 27 /a and width 2z /b, as shown
sketched in Fig. 2.13. The extension to three dimensions is straightforward. It is
important to keep in mind that &, is proportional to the momentum p, of the
conduction electron in the x direction, and similarly for the relationship between

ky and Dy
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Figure 2.13. Sketch of (a) unit cell in two-dimensional x, y coordinate space and (b) corre-
sponding Brillouin zone in reciprocal space k. k, for a rectangular Bravais lattice.

2.2.3. Energy Bands and Gaps of Semiconductors

The electrical, optical, and other properties of semiconductors depend strongly on
how the energy of the delocalized electrons involves the wavevectork in reciprocal
or k space, with the electron momentum p given by p =muv =5k, as explained
above. We will consider three-dimensional crystals, and in particular we are
interested in the properties of the III-V and the 11-VI semiconducting compounds,
which have a cubic structure, so their three lattice constants are the same:a =b =c.
The electron motion expressed in the coordinates k., k.., &, of reciprocal space takes
place in the Brillouin zone, and the shape of this zone-for these cubic compounds is
shown in Fig. 2.14. Points of high symmetry in the Bnllouin zone are designated by
capital Greek or Roman letters, as indicated.

The energy bands depend on the position in the Bnllouin zone, and Fig. 2.15
presents these bands for the intrinsic (i.e., undoped) III-V compound GaAs. The

Figure 2.14. Brillouinzone of the galliumarsenide and zinc blende semiconductors showing the
high-symmetry points T, K. L, U, W, and X and the high-symmetry lines A, A, Z,Q. S, and Z.
(From G. Burns, Solid State Physics, Academic Press, Boston, 1985, p. 302.)
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Figure 215. Band structure of the semiconductor GaAs calculated by the pseudopotential
method. (From M. L. Cohen and J. Chelikowsky, Electronic Structure and Electronic Properties
of Semiconductors, 2nd ed., Springer-Verlag; Solid State Sci. 75, Springer, Berlin, 1989.)
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figure plots energy versus the wavevector & in the following Brillouin zone
directions: along A from point " to X, along A from I" to Z, along £ from I" to
K, and along the path between points X and K . These points and paths are indicated
in the sketch of the Bnllouin zone in Fig. 2.14. We see from Fig. 2.15 that the
various bands have prominent maxima and minima at the central point T" of the
Bnllouin zone. The energy gap or region where no band appears extends from the
zero of energy at point I'y to the point Iy directly above the gap at the energy
E, =1.35eV. The bands below point I'y constitute the valence band, and those
above point I'¢ form the conduction band. Hence I'y is the lowest energy point of the
conduction band, and I’y is the highest point of the valence band.

At absolute zero all the energy bands below the gap are filled with electrons, and
all the bands above the gap are empty, so at absolute temperature 0 K the material is
an insulator. At room temperature the gap is sufficiently small so that some electrons
are thermally excited from the valence band to the conduction band, and these
relatively few excited electrons gather in the region of the conduction band
immediately above its minimum at I'y, a region that is referred to as a “valley.”
These electrons carry some electric current, hence the material is a semiconductor.

Gallium arsenide is called a direct-bandgap semiconductor because the top of the
valence band and the bottom of the conduction band are both at the same center
point (I') in the Brillouin zone, as is clear from Fig. 2.15. Electrons in the valence
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band at point I'g can become thermally excited to point I'; in the conduction band
with no change in the wavevector k. The compounds GaAs, GaSb, InF, InAs, and
InSb and all the 11-VI compounds included in Table B.6 have direct gaps. In some
semiconductors such as Si and Ge the top of the valence band is at a position in the
Brillouin zone different from that for the bottom of the conduction band, and these
are called indirect-gap semiconductors.

Figure 2.16 depicts the situation at point I' of a direct-gap semiconductor on an
expanded scale, at temperatures above absolute zero, with the energy bands
approximated by parabolas. The conduction band valley at I'y is shown occupied
by electrons up to the Fermi level, which is defined as the energy of the highest
occupied state. The excited electrons leave behind empty states near the top of the
valence band, and these act like positive charges called “holes” in an otherwise full
valence band. These hole levels exist above the energy —FE:., as indicated in
Fig. 2.16. Since an intrinsic or undoped semiconductor has just as many holes in
the valence band as it has electrons in the conduction band, the corresponding
volumes filled with these electrons and holes in k space are equal to each other.
These electrons and holes are the charge carriers of current, and the temperature
dependence of their concentration in GaAs, Si, and Ge is given in Fig. 2.17.

In every semiconductor listed in Table B.6, including Si and Ge, the top of its
valence band is at the center of the Brillouin zone, but the indirect-bandgap
semiconductors Si, Ge, AlAs, AISb, and GaP have the lowest valley of their
conduction bands at a different location in k space than the point I". This is
shown in Fig. 2.18 for the indirect-bandgap materials Si and Ge. We see from
Fig. 2.18b that Ge has its conduction band minimum at the point L, which is in the
middle of the hexagonal face of the Brillouin zone along the A or (1 11) direction

Figure 2.16. Sketch of lower valence band and upper conduction band of a semiconductor
approximated by parabolas. The region in the valence band containing holes and that in the
conduction band containing electrons are cross-hatched. The Fermi energies Eg and E.. mark
the highest occupied levelof the conduction band and the lowest unoccupied level of the valence
band, respectively. The zero of energy is taken as the top of the valence band, and the direct-
band gap energy E; is indicated.




26 INTRODUCTION TO PHYSICS OF THE SOLID STATE

6

—170

200

250
300

1000/T (k™)

400
500

1,000

10'® 106 10 10'2 10'° 10® 10°
n (cm=3)

Figure 217. Temperature dependencies of the intrinsic carrier density of the semiconductors
Ge, Si, and GaAs. Notethe lack of linearity at the lower temperatures arising from the 7%/ factor
in Eq. (2.15). (From G. Burns, Solid State Physics, Academic Press, Boston, 1985, p. 315.)

depicted in Fig. 2.14. The Brillouin zone has eight such faces, with each point L
shared by two zones, so the zone actually contains only four of these points proper to
it, and we say that the valley degeneracy for Ge is 4. The semiconductor Si has its
lowest conduction band minimum along the A or (001) direction about 85% of the
way to the X point, as shown in Fig. 2.16. The compound GaP, not shown, also has
its corresponding valley along A about 92% of the way to X. We see from Fig. 2.14
that there are six such A lines in the Brillouin zone, so this valley degeneracy is 6.
Associated with each of the valleys that we have been discussing, at point L for Ge
and along direction A for Si, there is a three-dimensional constant-energy surface in
the shape of an ellipsoid that encloses the conduction electrons in the corresponding
valleys, and these ellipsoids are sketched in Figs. 2.19a and 2.19b for Ge and Si,
respectively.

Some interesting experiments such as cyclotron resonance have been carried out
to map the configuration of these ellipsoid-type constant-energy surfaces. In a
cyclotron resonance experiment conduction electrons are induced to move along
constant energy surfaces at a velocity that always remains perpendicular to an
applied magnetic field direction. By utilizing various orientations of applied
magnetic fields relative to the ellipsoid the electrons at the surface execute a variety
of orbits, and by measuring the trajectories of these orbits the shape of the energy
surface can be delineated.

Table B.6 lists values of the energy gap E, for the type II-V and 11-VI
semiconductors at room temperature (left-hand value) and in several cases it also
lists the value at absolute zero temperature (right-hand value). Table B.7 gives the
temperature and pressure dependencies, dE,/dT and dE,/dP, respectively, of the
gap at room temperature.
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Figure218. Band structure plots of the energy bands of the indirect-gapsemiconductorsSi and
Ge. The bandgap (absence of bands) lies slightly above the Fermi energy E = 0 on both figures,
with the conduction band above and the valence band below the gap. The figure shows that the
lowest point Or bottom of the conduction band of Ge is at the energy E = 0.6 at the symmetry
point L (labeled by Lg*), and for Si it is 85% of the way alongthe directionA; from I'y5 to X, .Itis
clear from Fig. 2.15 that the bottom of the conduction band of the direct-gap semiconductor
GaAs is at the symmetry point I's. The top of the valence band is at the center point I" of the
Brillouinzone for both materials.
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Figure 2.19. Ellipsoidal constant-energy surfaces in the conduction band of germanium (left)
and silicon (right). The constant energy surfaces of Ge are aligned along symmetry direction A
and centered at symmetry point L. As a result, they lie half inside (solid lines) and half outside
(dashed lines) the first Brillouin zone, so this zone contains the equivalent of four complete
energy surfaces. The surfaces of Si lie along the six symmetry directions A (i.e., along
+K,, £K,. £K;), and are centered 85% of the way from the center point I to symmetry point
X. All six of them lie entirely within the Brillouinzone, as shown. Figure 2.14 shows the positions
of symmetry points T, L, and X, and of symmetry lines A and A, in the Brillouin zone. (From
G. Burns, Solid State Physics, Academic Press, Boston, 1985, p. 313.)

2.2.4. Effective Masses

On a simple one-dimensional model the energy E of a conduction electron has a
quadratic dependence on the wavevector k through the expression

Ris

E
2m*

2.9)

The first derivative of this expression provides the velocity v

1dE Wk
fidk " m* (2.10)

and the second derivative provides the effective mass m*

Ld*E |
Rde " m (2.11)

which differs, in general, from the free-electron mass. These equations are rather
trivial for the simple parabolic energy expression (2.9), but we see from the energy
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bands of Figs. 2.15 and 2.18 that the actual dependence of the energy E on k is much
more complex than Eq. (2.9) indicates. Equation (2.11) provides a general definition
of the effective mass, designated by the symbol m*, and the wavevector k
dependence of m* can be evaluated from the band structure plots by carrying out
the differentiations. We see from a comparison of the slopes near the conduction
band minimum and the valence band maximum of GaAs at the I" point on Fig. 2.15
(see also Fig. 2.16) that the upper electron bands have steeper slopes and hence
lighter masses than do the lower hole bands with more gradual slopes.

2.2.5. Fermi Surfaces

At very low temperatures electrons fill the energy bands of solids up to an energy
called the Fermi energy Er, and the bands are empty for energies that exceed Ey. In
three-dimensional k space the set of values of k., k,, and k,, which satisfy the
equation h2(kf +ky2 +k3)/2m =Ey, form a surface called the Fermi surface. All
k..k,.k, energy states that lie below this surface are full, and the states above the
surface are empty. The Fermi surface encloses all the electrons in the conduction
band that carry electric current. In the good conductors copper and silver the
conduction electron density is 8.5 x 10?2 and 5.86 x 10%2 electrons/cm’, respec-
tively. From another viewpoint, the Fermi surface of a good conductor can fill the
entire Brillouin zone. In the intrinsic semiconductors GaAs, Si, and Ge the carrier
density at room temperature from Fig. 2.17 is approximately 10°, 10'°, and
1013 carriers/cm?, respectively, many orders of magnitude below that of metals,
and semiconductors are seldom doped to concentrations above 10'° centers/cm®. An
intrinsic semiconductor is one with a full valence band and an empty conduction
band at absolute zero of temperature. As we saw above, at ambient temperatures
some electrons are thermally excited to the bottom of the conduction band, and an
equal number of empty sitesor holes are left behind near the top of the valence band.
This means that only a small percentage of the Brillouin zone contains electrons in
the conduction band, and the number of holes in the valence band is correspondingly
small. In a one-dimensional representation this reflects the electron and hole
occupancies depicted in Fig. 2.16.

If the conduction band minimum is at the I" point in the center of the Brillouin
zone, as is the case with GaAs, then it will be very close to a sphere since the
symmetry is cubic, and to a good approximation we can assume a quadratic
dependence of the energy on the wavevector k, correspondingto Eq. (2.9). Therefore
the Fermi surface in k space is a small sphere given by the standard equation for a
sphere

hz 2 2 2 hz 2
U+ K + By = By 5 — ki (2.12)

€ (3

Er =E
F g+2m

where £y is the Fermi energy, and the electron mass m, relative to the free-electron
mass has the values given in Table B.8 for various direct-gap semiconductors.
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Equations (2.12) are valid for direct-gap materials where the conduction band
minimum is at point I". All the semiconductor materials under consideration have
their valence band maxima at the Brillouin zone center point T".

The situation for the conduction electron Fermi surface is more complicated for
the indirect-gap semiconductors. We mentioned above that Si and GaP have their
conduction band minima along the A direction of the Brillouin zone, and the
corresponding six ellipsoidal energy surfaces are sketched in Fig. 2.19b. The
longitudinal and transverse effective masses, m; and my respectively, have the
following values

ML_092 TT=019 forSi 2.132)
my ny
™o=725 TT_021 for Gap (2.13b)
my my

for these two indirect-gap semiconductors. Germanium has its band minimum at
points L of the Brillouin zone sketched in Fig. 2.14, and its Fermi surface is the set of
ellipsoids centered at the L points with their axis along the A or (111) directions, as
shown in Fig. 2.19a. The longitudinal and transverse effective masses for these
ellipsoids in Ge are m; /m, = 1.58 and my/m, =0.081, respectively. Cyclotron
resonance techniques together with the application of stress to the samples can be
used to determine these effective masses for the indirect-bandgap semiconductors.

2.3. LOCALIZED PARTICLES

2.3.1. Donors, Acceptors, and Deep Traps

When a type V atom such as P, As, or Sh, which has five electrons in its outer or
valence electron shell, is a substitutional impurity in Si it uses four of these electrons
to satisfy the valence requirements of the four nearest-neighbor silicons, and the one
remaining electron remains weakly bound. The atom easily donates or passes on this
electron to the conduction band, so it is called a donor, and the electron is called a
donor electron. This occurs because the donor energy levels lie in the forbidden
region close to the conduction band edge by the amount AE, relative to the thermal
energy value kg T, as indicated in Fig. 2.12. A Si atom substituting for Ga plays the
role of a donor in GaAs, Al substituting for Zn in ZnSe serves as a donor, and so on.

A type III atom such as Al or Ga, called an acceptor atom, which has three
electrons in its valence shell, can serve as a substitutional defect in Si, and in this
role it requires four valence electrons to bond with the tetrahedron of nearest-
neighbor Si atoms. To accomplish this, it draws or accepts an electron from the
valence band, leaving behind a hole at the top of this band. This occurs easily
because the energy levels of the acceptor atoms are in the forbidden gap slightly
above the valence band edge by the amount AE, relative to kg7, as indicated in
Fig. 2.12. In other words, the excitation energies needed to ionize the donors and to
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add electrons to the acceptors are much less than the thermal energy at room
temperature 7 = 300K, that is, AEp,, AE, KkgT, so virtually all donors are posi-
tively ionized and virtually all acceptors are negatively ionized at room temperature.

The donor and acceptor atoms that we have been discussing are known as shallow
centers, that is, shallow traps of electrons or holes, because their excitation energies
are much less than that of the bandgap (AEp, AE, <K E,). There are other centers
with energy levels that lie deep within the forbidden gap, often closer to its center
than to the top or bottom, in contrast to the case with shallow donors and acceptors.
Since generally £, > kg T, these traps are not extensively ionized, and the energies
involved in exciting or ionizing them are not small. Examples of deep centers are
defects associated with broken bonds, or strain involving displacements of atoms. In
Chapter 8 we discuss how deep centers can produce characteristic optical spectro-
scopic effects.

2.3.2. Mobility

Another important parameter of a semiconductor is the mobility 1 or charge carrier
drift velocity v per unit electric field E, given by the expression y = |v|/E. This
parameter is defined as positive for both electrons and holes. Table B.9 lists the
mobilities y, and g, for electrons and holes, respectively, in the semiconductors
under consideration. The electrical conductivity o is the sum of contributions from
the concentrations of electrons n and of holes p in accordance with the expression

o = (nepi, + pepty) (2.14)

where e is the electronic charge. The mobilities have a weak power-law temperature
dependence T", and the pronounced T dependence of the conductivity is due
principally to the dependence of the electron and hole concentrations on the tem-
perature. In doped semiconductors this generally arises mainly from the Boltzmann
factor exp(—E;/kgT) associated with the ionization energies E; of the donors or
acceptors. Typical ionization energies for donors and acceptors in Si and Ge listed in
Table B.10 are in the range from 0.0096 to 0.16 eV, which is much less than the
bandgap energies 1.11 eV and 0.66 eV of Si and Ge, respectively. Figure 2.12 shows
the locations of donor and acceptor levels on an energy band plot, and makes clear
that their respective ionization energies are much less that £,. The thermal energy
kgT =0.026 eV at room temperature (300K) is often comparable to the ionization
energies. In intrinsic or undoped materials the main contribution is from the
exponential factor exp(—£,/2kgT) in the following expression from the law of
mass action

T\"? 3/4 —E
ni=pi=2<ﬁ) (memy,) eXPﬁ (2.15)

where the intrinsic concentrations of electrons »; and holes p; are equal to each other
because the thermal excitation of #; electrons to the conduction band leaves behind
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the same number p; of holes in the valence band, that is n; = p;. We see that the
expression (2.15) contains the product m.my, of the effective masses m, and m, of the
electrons and holes, respectively, and the ratios m/m, and my,/m, of these effective
masses to the free-electron mass m, are presented in Table B.8. These effective
masses strongly influence the properties of excitons to be discussed next.

2.3.3. Excitons

An ordinary negative electron and a positive electron, called a positron, situated a
distance » apart in free space experience an attractive force called the Coulombforce,
which has the value —e?/4meyr?, where e is their charge and ¢, is the dielectric
constant of free space. A quantum-mechanical calculation shows that the electron
and positron interact to form an atom called positronium which has bound-state
energies given by the Rydberg formula introduced by Niels Bohr in 1913 to explain
the hydrogen atom

& @

E=——" _—_
8regagn? n?

eV (2.16)

where a, is the Bohr radius given by a, = dnegh? /mge? = 0.0529nm, m is the free-
electron (and positron) mass, and the quantum number n takes on the values
n=1,2,3,...,00. For the lowest energy or ground state, which has n =1, the
energy is 6.8eV, which is exactly half the ground-state energy of a hydrogen atom,
since the effective mass of the bound electron—positron pair is half of that of the
bound electron—proton pair in the hydrogen atom. Figure 2.20 shows the energy
levels of positronium as a function of the quantum number n. This set of energy
levels is often referred to as a Rydberg series. The continuum at the top of the figure
is the region of positive energies where the electron and hole are so far away from
each other that the Coulomb interaction no longer has an appreciable effect, and the
energy is all of the kinetic type, 1 mv? =p?/2m, or energy of motion, where v is the
velocity andp = mu is the momentum.

The analog of positronium in a solid such as a semiconductor is the bound state of
an electron—hole pair, called an exciton. For a semiconductor the electron is in the
conduction band, and the hole is in the valence band. The electron and hole both
have effective masses m, and my,, respectively, which are less than that () of a free
electron, so the effective mass m* is given by m* =mmy/(m, +mh). When the
electron effective mass is appreciably less than the hole effective mass, m, < my, the
relationship between them is conveniently written in the form

* mC

T (mejmy)

(2.17)

which shows that for this case m* becomes comparable with the electron mass. For
example, if m./m, = 0.2, then m* =0.83m,. A comparison of the data in Table B.8
shows that this situation is typical for GaAs-type semiconductors. We also see from
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Figure2.20. Firstfew energy levelsin the Rydberg series of a hydrogenatom (left), positronium
(center),and a typical exciton (right).

Table B.Il that the relative dielectric constant ¢/¢, has the range of values
7.2 < e/ey < 17.7 for these materials, where ¢, is the dielectric constant of free
space. Both of these factors have the effect of decreasing the exciton energy E,, from
that of positronium, and as a result this energy is given by

wim, & Bewimg

= (8/80)2 47.[8000”2 - (8/80)2712 (218)

as shown plotted in Fig. 2.20. These same two factors also increase the effective
Bohr radius of the electron orbit, and it becomes

_ &/g _0.0529¢/¢, om

0= (2.19)
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Using the GaAs electron effective mass and the heavy-hole effective mass values
from Table B.8, Eq. (2.17) gives m*/m; = 0.059. Utilizing the dielectric constant
value from Table B.II, we obtain, with the aid of Egs. (2.18) and (2.19), for GaAs

Ey = 4.6meV Qs = 11.8nm (2.20)

where E, is the ground-state (n= 1) energy. This demonstrates that an exciton
extends over quite a few atoms of the lattice, and its radius in GaAs is comparable
with the dimensions of a typical nanostructure. An exciton has the properties of
a particle; it is mobile and able to move around the lattice. It also exhibits
characteristic optical spectra. Figure 2.20 plots the energy levels for an exciton
with the ground-state energy £, = 18meV.

Technically speaking, the exciton that we have just discussed is a weakly bound
electron—hole pair called a Mott—Wannier exciton. A strongly or tightly bound
exciton, called a Frenke! exciton,is similar to a long-lived excited state of an atom or
a molecule. It is also mobile, and can move around the lattice by the transfer of the
excitation or excited-state charge between adjacent atoms or molecules. Almost
all the excitons encountered in semiconductors and in nanostructures are of the
Mott—Wannier type, so they are the only ones discussed in this book.
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METHODS OF MEASURING
PROPERTIES

3.1. INTRODUCTION

The current revolution in nanoscience was brought about by the concomitant
development of several advances in technology. One of them has been the prog-
ressive ability to fabricate smaller and smaller structures, and another has been the
continual improvement in the precision with which such structures are made. One
widely used method for the fabrication of nanostructures is lithography, which
makes use of a radiation-sensitive layer to form well-defined patterns on a surface.
Molecular-beam epitaxy, the growth of one crystalline material on the surface of
another, is a second technique that has become perfected. There are also chemical
methods, and the utilization of self-assembly, the spontaneous aggregation of
molecular groups.

Since the early 1970s the continual advancement in technology has followed
Moore’s law (Moore 1975) whereby the number of transistors incorporated on a
memory chip doubles every year and a half. This has resulted from continual
improvements in design factors such as interconnectivityefficiency, as well as from
continual decreases in size. Economic considerations driving this revolution are the
need for more and greater information storage capacity, and the need for faster and
broader information dispersal through communication networks. Another major

Introduction 1o Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.

35



36 METHODS OF MEASURING PROPERTIES

factor responsible for the nanotechnology revolution has been the improvement of
old and the introduction of new instrumentation systems for evaluating and
characterizing nanostructures. Many of these systems are very large and expensive,
in the million-dollar price range, often requiring specialists to operate them. The aim
of the present chapter is to explain the principles behind the operation of some of
these systems, and to delineate their capabilities.

In the following sections we describe instruments for determining the positions of
atoms in materials, instruments for observing and characterizing the surfaces of
structures, and various spectroscopic devices for obtaining information of the
properties of nanostructures [see e.g., Whan (1986)].

3.2. STRUCTURE

3.2.1. Atomic Structures

To understand a nanomaterial we must, first, learn about its structure, meaning that
we must determine the types of atoms that constitute its building blocks and how
these atoms are arranged relative to each other. Most nanostructures are crystalline,
meaning that their thousands of atoms have a regular arrangement in space on what
is called a crystal lattice, as explained in Section 2.1.2 (of Chapter 2). This lattice
can be described by assigning the positions of the atoms in a unit cell, so the overall
lattice arises from the continual replication of this unit cell throughout space.
Figure 2.1 presents sketches of the unit cells of the four crystal systems in two
dimensions, and the characteristics of the parameters a, b, and @ for these systems
are listed in the four top rows of Table 3.1. There are 17 possible types of crystal
structures called space groups, meaning 17 possible arrangements of atoms in unit
cells in two dimensions, and these are divided between the four crystal systems in
the manner indicated in column 4 of the table. Of particular interest is the most
efficient way to arrange identical atoms on a surface, and this corresponds to the
hexagonal system shown in Fig. 2.4a.

In three dimensions the situation is much more complicated, and some particular
cases were described in Chapter 2. There are now three lattice constants a, b, and c,
for the three dimensions x, y, z, with the respective angles a, 8, and y between them
(ais between b and ¢, etc.). There are seven crystal systems in three dimensions with
a total of 230 space groups divided among the systems in the manner indicated in
column 4 of Table 3.1. The objective of a crystal structure analysis is to distinguish
the symmetry and space group, to determine the values of the lattice constants and
angles, and to identify the positions of the atoms in the unit cell.

Certain special cases of crystal structures are important for nanocrystals, such as
those involving simple cubic (SC), body-centered cubic (BCC), and face-centered
cubic (FCC) unit cells, as shown in Fig. 2.3. Another important structural arrange-
ment is formed by stacking planar hexagonal layers in the manner sketched in
Fig. 2.4b, which for a monatomic (single-atom) crystal provides the highest density
or closest-packed arrangement of identical spheres. If the third layer is placed
directly above the first layer, the fourth directly above the second, and so on, in an
A-B-A-B- ... type sequence, the hexagonal close-packed (HCP) structure results.
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Table 3.1. Crystal systems, and associated number of space groups, in two and

three dimensions?

Dimension System Conditions Space Groups

2 Oblique a#b, y#£90° 2
(ora=b, y#£90°, 120)

2 Rectangular afb,y=90° 7

2 Square a=b, y=90° 3

2 Hexagonal a=b,y=120° 5

3 Triclinic a#tb+#c 2
aFEBFy

3 Monoclinic a#b#c 13
a=y=90°#£pf

3 Orthorhombic a#b#c 59
a=pF=y=90°

3 Tetragonal a=b#c 68
a=f=y=90°

3 Trigonal a=b=c 25
a=f=y<120°, #90°

3 Hexagonal a=b#c 21
oa=pF=90° y=120°

3 Cubic a=b=c 36
o= ﬂ =y= 90°

*There are 17 two-dimensional space groups and 230 three-dimensional space groups.

If, on the other hand, this stacking is carried out by placing the third layer in a third
position and the fourth layer above the first, and so forth, the result is an A-B-C-A-
B-C-A-— ... sequence, and the structure is FCC, as explained in Chapter 2. The
latter arrangement is more commonly found in nanocrystals.

Some properties of nanostructures depend on their crystal structure, while other
properties such as catalytic reactivity and adsorption energies depend on the type of
exposed surface. Epitaxial films prepared from FCC or HCP crystals generally grow
with the planar close-packed atomic arrangement just discussed. Face-centered
cubic crystals tend to expose surfaces with this same hexagonal two-dimensional
atomic array.

3.2.2. Crystallography

To determine the structure of a crystal, and thereby ascertain the positions of its
atoms in the lattice, a collimated beam of X rays, electrons, or neutrons is directed at
the crystal, and the angles at which the beam is diffracted are measured. We will
explain the method in terms of X rays, but much of what we say carries over to the
other two radiation sources. The wavelength 4 of the X rays expressed in nanometers
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is related to the X-ray energy E expressed in the units kiloelectronvolts (keV)
through the expression

A= __’1";40 nm 3.1)

Ordinarily the beam is fixed in direction and the crystal is rotated through a broad
range of angles to record the X-ray spectrum, which is also called a diffractometer
recording or X-ray-diffraction scan. Each detected X-ray signal corresponds to a
coherent reflection, called a Bragg reflection, from successive planes of the crystal
for which Bragg's law is satisfied

2d sinf =ni (3.2)

as shown in Fig. 3.1, where d is the spacing between the planes, 6 is the angle that
the X-ray beam makes with respect to the plane, A is the wavelength of the X rays,
and n=1,2,3, ... is an integer that usually has the value n = 1.

Each crystallographic plane has three indices 4,4,/, and for a cubic crystal they are
ratios of the points at which the planes intercept the Cartesian coordinate axesx, y, z.
The distance d between parallel crystallographic planes with indices 44! for a simple
cubic lattice of lattice constant a has the particularly simple form

a

d= CETETIL (3.3)

=0
<
[=>)

L)

dsine@

Figure 3.1. Reflectionof X-ray beam incident at the angle 8 off two parallel planes separated
by the distance d. The difference in pathlength 2dsin8 for the two planes is indicated.
(From C. P. Poole Jr., The Physics Handbook, Wiley, New York, 1998, p. 333.)
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110
planes

Figure3.2. Two-dimensional cubic lattice showing projections of pairs of (110)and (120) planes
(perpendicularto the surface)with the distances d between them indicated.

so higher index planes have larger Bragg diftraction angles 8. Figure 3.2 shows the
spacing d for 110 and 120 planes, where the index / = 0 corresponds to planes that
are parallel to the z direction. It is clear from this figure that planes with higher
indices are closer together, in accordance with Eq. (3.3), so they have larger Bragg
angles 8 from Eq. (3.2). The amplitudes of the X-ray lines from different crystal-
lographic planes also depend on the indices hkl, with some planes having zero
amplitude, and these relative amplitudes help in identifying the structure type. For
example, for a body-centered monatomic lattice the only planes that produce
observed diffraction peaks are those for which h 4k +1 ==, an even integer, and
for a face-centered cubic lattice the only observed diffraction lines either have all
odd integers or all even integers.

To obtain a complete crystal structure, X-ray spectra are recorded for rotations
around three mutually perpendicular planes of the crystal. This provides compre-
hensive information on the various crystallographic planes of the lattice. The next
step in the analysis is to convert these data on the planes to a knowledge of the
positions of the atoms in the unit cell. This can be done by a mathematical procedure
called Fourier transformation. Carrying out this procedure permits us to identify
which one of the 230 crystallographic space groups corresponds to the structure,
together with providing the lengths of the lattice constants @,b,c of the unit cell, and
the values of the angles a,8,y between them. In addition, the coordinates of the
positions of each atom in the unit cell can be deduced.

As an example of an X-ray diffraction structure determination, consider the case
of nanocrystalline titanium nitride prepared by chemical vapor deposition with the
grain size distribution shown in Fig. 3.3. The X-ray diffraction scan, with the various
lines labeled according to their crystallographic planes, is shown in Fig. 3.4. The fact
that all the planes have either all odd or all even indices identifies the structure as
face-centered cubic. The data show that TiN has the FCC NaCl structure sketched in
Fig. 2.3c, with the lattice constant a =0.42417 nm.
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Figure 3.3. Histogram of grain size distribution in nanocrystalline TiN determined from a
TEM micrograph. The fit parameters for the dashed curve are Oy =5.8nm and ¢ = 1.71 nm.
[From C. E. Krill et al., in Nalwa (2000), Vol. 2, Chapter 5, p. 207.1
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Figure3.4. X-ray diffraction scan of nanocrystalline TiN with the grain size distribution shown in
Fig. 3.3. Molybdenum K, radiation was used with the wavelength 4 =0.07093 nm calculated
from Eqg. (3.1). The X-ray lines are labeled with their respective crystallographic plane indices
(hkl). Note that these indices are either all even or all odd, as expected for a FCC structure. The
nonindexedweak line near 20 = 15" is due to an unidentified impurity. [From C. E. Krillet al., in

Nalwa (2000), Vol. 2, Chapter 3, p. 200.1
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The widths of the Bragg peaks of the X-ray scan of Fig. 3.4 can be analyzed to
provide information on the average grain size of the TiN sample. Since the widths
arise from combinations or convolutions of grain size, microcrystalline strain, and
instrumental broadening effects, it is necessary to correct for the instrumental
broadening and to sort out the strain components to determine the average grain
size. The assumption was made of spherical grains with the diameter D related to the

volume ¥ by the expression
D= (ﬂ/_) 1/3
" (34)

and several ways of making the linewidth corrections provided average grain size
values between 10 to 12nm, somewhat larger than expected from the TEM
histogram of Fig. 3.3. Thus X-ray diffraction can estimate average grain sizes, but
a transmission electron microscope is needed to determine the actual distribution of
grain sizes shown in Fig. 3.3.

An alternate approach for obtaining the angles 8 that satisfy the Bragg condition
(3.2) in a powder sample is the Debye—Scherrer method sketched in Fig. 3.5. It
employs a monochromatic X-ray beam incident on a powder sample generally
contained in a very fine-walled glass tube. The tube can be rotated to smooth out the
recorded diffraction pattern. The conical pattern of X rays emerging for each angle
28, with 8 satisfying the Bragg condition (3.2), is incident on the film strip in arcs, as
shown. It is clear from the figure that the Bragg angle has the value 8 =S/4R, where
S is the distance between the two corresponding reflections on the film and R is the
radius of the film cylinder. Thus a single exposure of the powder to the X-ray beam
provides all the Bragg angles at the same time. The Debye—Schemer powder
technique is often used for sample identification. To facilitate the identification,

X ~ra
bEa n‘!'/

Powder
sample

diffracted rays
8-

[ T

Figure 35. Debye—Scherrer powder diffraction technique, showing a sketch of the apparatus
(top), an X-ray beam trajectory for the Bragg angle @ (lower left), and images of arcs of the
diffraction beam cone on the film plate (lower right). (From G. Burns, Solid State Physics,
Academic Press, Boston, 1985, p. 81.)
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the Debye~Scherrer diffraction results for over 20,000 compounds are available to
researchers in a JCPDS powder diffraction card file. This method has been widely
used to obtain the structures of powders of nanoparticles.

X-ray crystallography is helpful for studying a series of isomorphic crystals, that
is, crystals with the same crystal structure but different lattice constants, such as the
solid solution series Ga,_,In,As or GaAs;_,Sb,, where x can take on the range of
values 0 <x < 1. For these cubic crystals the lattice constant a will depend on x since
indium (In) is larger than gallium (Ga), and antimony (Sb) is larger than arsenic
(As), as the data in Table B.I indicate. For this case Vegard’s law, Eq. (2.8) of
Section 2.1.4, is a good approximation for estimating the value of a if x is known,
or the value of x if a is known.

3.2.3. Particle Size Determination

In the previous section we discussed determining the sizes of grains in polycrystal-
line materials via X-ray diffraction. These grains can range from nanoparticles with
size distributions such as that sketched in Fig. 3.3 to much larger micrometer-sized
particles, held together tightly to form the polycrystalline material. This is the bulk
or clustered grain limit. The opposite limit is that of grains or nanoparticles
dispersed in a matrix so that the distances between them are greater than their
average diameters or dimensions. It is of interest to know how to measure the sizes,
or ranges of sizes, of these dispersed particles.

The most straightforward way to determine the size of a micrometer-sized grain is
to look at it in a microscope, and for nanosized particles a transmission electron
microscope (TEM), to be discussed in Section 3.3.1, serves this purpose. Figure 3.6
shows a TEM micrograph of polyaniline particles with diameters close to 100 nm
dispersed in a polymer matrix.

Another method for determining the sizes of particles is by measuring how they
scatter light. The extent of the scattering depends on the relationship between the
particle size d and the wavelength A of the light, and it also depends on the
polarization of the incident light beam. For example, the scattering of white light,
which contains wavelengths in the range from 400 nm for blue to 750 nm for red, off
the nitrogen and oxygen molecules in the atmosphere with respective sizesd =0.11
and 0.12nm, explains why the light reflected from the sky during the day appears
blue, and that transmitted by the atmosphere at sunrise and sunset appears red.

Particle size determinations are made using a monochromatic (single-wavelength)
laser beam scattered at a particular angle (usually 90°) for parallel and perpendicular
polarizations. The detected intensities can provide the particle size, the particle
concentration, and the index of refraction. The Rayleigh—Gans theory is used to
interpret the data for particles with sizes d less than 0.1.4, which corresponds to the
case for nanoparticles measured by optical wavelengths. The example of a laser
beam nanoparticle determination shown in Fig. 3.7 shows an organic solvent
dispersion with sizes ranging from 9 to 30nrn, peaking at 12nm. This method is
applicable for use with nanoparticles that have diameters above 2 nm, and for smaller
nanoparticles other methods must be used.
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Figure 3.6. Transmission electron micrograph of polyaniline nanoparticles in a polymer matrix.
(From B. Wessling, in Handbook of Organic Conductive Molecules and Polymers, H. S, Nalwa,
ed., Wiley, New York, 1997, Vol. 3, pp. 497.)

The sizes of particles <2 nm can be conveniently determined by the method of
mass spectrometry. The typical gas mass spectrometer sketched in Fig. 3.8 ionizes
the nanoparticles to form positive ions by impact from electrons emitted by the
heated filament (f) in the ionization chamber (1) of the ion source. The newly formed
ions are accelerated through the potential drop in voltage V between the repeller (R)
and accelerator (A) plates, then focused by lenses L, and collimated by slits S during
their transit to the mass analyzer. The magnetic field B of the mass analyzer, oriented
normal to the page, exerts the force /' = gvB, which bends the ion beam through an
angle of 90° at the radius r, after which they are detected at the ion collector. The
mass m : charge g ratio is given by the expression

m_8r
g 2V

(3.5)

The bending radius r is ordinarily fixed in a particular instrument, so either the
magnetic field B or the accelerating voltage ¥ can be scanned to focus the ions of
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Figure 3.7. Laser light Doppler measurement of size distribution of conductive polymer
particles dispersed in an organic solvent. The sizes range from 9 to 30nm, with a peak at
12nm. [From B. Wessling, in N. S. Nalwa (2000). Vol. 5, Chapter 10, p. 508.]
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Figure 3.8. Sketch of a mass spectrometer utilizing a 0° magnetic field mass analyzer,
showing details of the ion source: A—accelerator or extractor plate, E—selectron trap,
Milament, l—ionization chamber, L-focusing lenses, R—epeller, S—slits. The magnetic
lidd of the mass analyzer is perpendicular to the plane of the page.
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various masses at the detector. The charge q of the nanosized ion is ordinarily
known, so in practice it is the mass m that is determined. Generally the material
forming the nanoparticle is known, so its density p =m/V is also a known quantity,
and its size or linear dimension d can be estimated or evaluated as the cube root of
the volume: d =(¥)'* = (m/p)'/>.

The mass spectrometer that has been described made use of the typical magnetic
field mass analyzer. Modern mass spectrometers generally employ other types of
mass analyzers, such as the quadrupole model, or the time-of-flight type in which
each ion acquires the same Kinetic energy %mvz during its acceleration out of the
ionization chamber, so the lighter mass ions move faster and arrive at the detector
before the heavier ions, thereby providing a separation by mass.

Figure 3.9 gives an example of a time-of-flight mass spectrum obtained from soot
produced by laser vaporization of a lanthanum-carbon target. The upper mass
spectrum (a) of the figure, taken from the initial crude extract of the soot, shows lines
from several fullerene molecules: Cgg, Cog, Crg. Cag, Cga, Cay, and LaCy,. The latter
corresponds to an endohedral fullerene, namely, Cq4 with a lanthanum atom inside
the fullerene cage. The second (b) and third (c) mass spectra were obtained by
successively separating LaCg, from the other fullerenes using a technique called
high-performance liquid chromatography.

3.2.4. Surface Structure

To obtain crystallographic information about the surface layers of a material a
technique called low-energy electron diffraction (LEED) can be employed because at
low energies (10-100 eV) the electrons penetrate only very short distances into the
surface, so their diffraction pattern reflects the atomic spacings in the surface layer. If
the diffraction pattern arises from more than one surface layer, the contribution of
lower-lying crystallographic planes will be weaker in intensity. The electron beam
behaves like a wave and reflects from crystallographic planes in analogy with an
X-ray beam, and its wavelength |, called the de Broglie Wavelength,depends on the
energy E expressed in the units of electron volts through the expression

1.226
A=— 3.6
/5 nm (3.6)

which differs from Eq. (3.1) for X rays. Thus an electron energy of 25.2 eV gives a
de Broglie wavelength | equal to the Ga—As bond distance in gallium arsenide
(3'2a/4 = 0.2442 nm), where the lattice constant a = 0.565 nm, so we see that low
energies are adequate for crystallographic electron diffraction measurements. An-
other technique for determining surface layer lattice constants is reflection high-
energy electron diffraction (RHEED) carried out at grazing incidence angles where
the surface penetration is minimal. When 8 is small in the Bragg expression (3.2),
then | must be small, so the energy E of Eq. (3.6) must be large, hence the need for
higher energies for applying RHEED diffraction at grazing incidence.
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Figure 3.9. Time-of-flight mass spectra from soot produced by laser vaporization of a
lanthanum—carbon target, showing the presence of the fullerene molecules Cgg, C7, C7g, Cra,
Caga, Cq4, and LaCgqy. The spectra correspond, successively, to (a) the initial crude soot extract,
(b) a fraction after passage through a chromatographic column, and (c) a second fraction after
passage of the first fraction through another column to isolate and concentrate the endohedral
compound LaCg,. [From K. Kikuchi, S. Suzuki, Y. Nakao, N. Yakahara, T. Wakabayashi, .
Ikemoto, and Y Achiba, Cbem. Phys. Lett. 216,67 (1993).]

3.3. MICROSCOPY

3.3.1. Transmission Electron Microscopy

Electron beams not only are capable of providing crystallographicinformation about
nanoparticle surfacesbut also can be used to produce images of the surface, and they
play this role in electron microscopes. We will discuss several ways to use electron
beams for the purpose of imaging, using several types of electron microscopes.

In a transmission electron microscope (TEM) the electrons from a source such as
an electron gun enter the sample, are scattered as they pass through it, are focused by
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Figure3.10. Ray diagram of a conventionaltransmission electron microscope (top path) and of
a scanning transmission electron microscope (bottom path). The selected area electron
diffraction (SAED) aperture (Ap) and the sample or specimen (Spec) are indicated, as well as
the objective (Obj) and projector (Proj) or condenser (Cond) lenses. (Adaptedfrom P. R. Buseck,
J. M. Cowley, and L. Eyring, High-Resolution Transmission Electron Microscopy, Oxford Univ.
Press, New York, 1988, p. 6.)

an objective lens, are amplified by a magnifying (projector) lens, and finally produce
the desired image, in the manner reading from left to right (CTEM direction) in
Fig. 3.10. The wavelength of the electrons in the incident beam is given by a
modified form of Eq. (3.6)

where the energy acquired by the electrons is E =eV and V is the accelerating
voltage expressed in kilovolts. If widely separated heavy atoms are present, they can
dominate the scattering, with average scattering angles 6 given by the expression
0 = A/d, where d is the average atomic diameter. For an accelerating voltage of
100kV and an average atomic diameter of 0.15nm, we obtain & ~ 0.026 radians or
1.5". Images are formed because different atoms interact with and absorb
electrons to a different extent. When individual atoms of heavy elements are farther
apart than several lattice parameters, they can sometimes be resolved by the TEM
technique.

Electrons interact much more strongly with matter than do X rays or neutrons
with comparable energies or wavelengths. For ordinary elastic scattering of 100-keV
electrons the average distance traversed by electrons between scattering events,
called the meanfreepath, varies from a few dozen nanometers for light elements to
tens or perhaps hundreds of nanometers for heavy elements. The best results are
obtained in electron microscopy by using film thicknesses that are comparable with
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the mean free path. Much thinner films exhibit too little scattering to provide useful
images, and in thick films multiple scattering events dominate, making the image
blurred and difficult to interpret. Thick specimens can be studied by detecting back-
scattered electrons.

A transmission electron microscope can form images by the use of the selected-
area electron diffraction (SAED) aperture located between the objective and
projector lenses shown in Fig. 3.10. The main part of the electron beam transmitted
by the sample consists of electrons that have not undergone any scattering. The beam
also contains electrons that have lost energy through inelastic. scattering with no
deviation of their paths, and electrons that have been reflected by various hkl
crystallographic planes. To produce what is called a bright-field image, the aperture
is inserted so that it allows only the main undeviated transmitted electron beam to
pass, as shown in Fig. 3.11. The bright-field image is observed at the detector or
viewing screen. If the aperture is positioned to select only one of the beams reflected
from a particular hkl plane, the result is the generation of a dark-field image at the
viewing screen. The details of the dark-field image that is formed can depend on the
particular diffracted beam (particular hkl plane) that is selected for the imaging.
Figure 3.11 shows the locations of the bright-field (BF) and dark-field (DF) aperture
positions. To illustrate this imaging technique we present in Fig. 3.12 images of an
iron base superalloy with a FCC austenite structure containing 2—3-nm y’ preci-

Primary
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electron
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Backscattered

electron detector

X-ray detector

DF 2

ZZZZL BF  Bright-field (BF)

Fluorescent JI and dark-field (DF)
screen | transmitted electron
photographic ! detectors
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energy loss
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Figure 3.11. Positioning of signal detectors in electron microscope column. (From D. B.
Williams, Practical Analytical Electron Microscopy in Materials Science, Phillips Electronic
Instruments, Mahwah NJ, 1984.)
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(b) ()

Figure312 Transmission electron microscopefigures from 2-3-nm-diameter ;" precipitates of
Ni5(Ti, Al) in iron-base superalloy, showing (a) [100] FCC zone diffraction pattern displaying
large bright spots from the superalloy and weak Spots fram the ;" precipitates, (b) bright-field
image showing 25-nm elastic strain fiekds around marginally visible * phase partictes, and (c)
dark-field image obtaned using an SAED aperture |e pass the ;* diffractionspot marked with the
arrow in (a). lmage (¢} displays the  precipitate particles. [From T, J Headley. cited in
A. O. Romig, Jr., chapter in R E Whan (1986), p. 4421

pitates of Ni;(Ti, Al) with a FCC structure, The diffraction pattern in Fig. 3.12a
obtained without the aid of the filter cxhihits large, bright spots from the superalloy,
and very small, dim spok from the ¥ nanoparticles. In the bright-field image
displayed in Fig. 3.12b the 3 particles are barely visible, but the 25-nm-diamctcr
clastic strain fields generated by them arc dearly seen. If the y’ diffraction spot beam
indicated by the arrow in Fig. 3.12a s selected for passage by the SAED aperture,
the resulting dark-field image presented in Fig. 3.12¢ shows very clearly the
positions of the 3 precipitates.

A technique called image processing can be used to increase the information
obtainable from a TEM image, and enhance some features that are close to the noise
level. If the image 1s Fourier-transfornted by a highly efficient technique called a fast
Fourier transform, then itprovides information similar to that in the direct diffraction
pattern, An example of the advantages of ymage processing is given by the sequence
ofimages presented in Fig. 3.13 for a Ni nanoparticle supportedon a $i0, substrate.
Figure 3.13a shows the original image, and Fig. 3.13b presents the fast Fourier
transform, which has the appearance of a diffraction pattern. Figures 3.13¢-3.13e
illustrate successive steps in the image processing, and Fig. 3.13f is an image of the
Si0, substrate obtained by subtracting the particle image. Finally Fig. 3.13g presents
the nanoparticle reconstruction from the processed data.

In addition to the directly fransmitted and the diffracted electrons, there are other
electrons in the beam that undergo inelastic scattering and lose energy by creating
excitations in the specimen. This can occur by inducing vibrational motions in the
atoms near their path. and thereby creating phonons or quantized lattice vibrations
that will propagate through the crystal. If the sample & a metal, then the incoming
electron can scatter inelastically by producing a plasmon. which is a collective
excitation of the free-electron gas in the conduction hand. A third very important
source of inelastic scattering occurs when the incorning ¢lectron induces a single-
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Figure 3.13. Transmission electron microscope image processing for a Ni particle on a SiO,,
substrate, showing (a} original bright-field image, (b) fast Fourier transform diffraction-pattern-
type image, (c) processed image with aperture filter shown in inset, (d) image after further
processing with aperture filter in the inset, (e) final processed image, (f) image of SiO, substrate
obtained by subtracting out the particle image, and (g) model of nanoparticle constructed from
the processed data. [From Benaissa and Diaz, cited by M. José-Yacaman and J. A. Ascencio, in
Nalwa (2000), Vol. 2, Chapter 8, p. 405.]

electron excitation in an atom. This might involve inner core atomic levels of atoms,
such as inducing a transition from a K level (n = 1) or L level (n = 2) of the atom to
a higher energy that might be a discrete atomic level with a larger quantum number
n, an electron band, or result in total removal (ionization) from the solid. Lower
levels of energy loss occur when the excited electron is in the valence band of a
semiconductor. This excitation can decay via the return of excited electrons to their
ground states, thereby producing secondary radiation, and the nature of the
secondary radiation can often give useful information about the sample. These
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tvpes of transitions are utilized in various branches of ¢lectron spectroscopy. They
can be surface-sensitive because of the short penetration distance of the electrons
into the material.

3.3.2, Field lon Microscopy

Another instrumental technique in which the resolution approaches interatomic
dimensions is field ian microscopy. In a field ion microscope a wire with a fine tip
located in a high-vacuum chamber is given a positive charge. The electric field and
electric field gradient in the neighborhood of the tip are both quite high, and residual
gas molecules that come close to the tip become ionized by them, transferring
electrons to the tip, thereby acquiring a positive charge. These gaseous cations are
repelled by the tip and move directly outward toward a photographic plate where, on
impact, they create spots. Each spot on the plate corresponds to an atom on the tip,
so the distribution of dots on the photographic plate represents a highly enlarged
image of the distribution of atoms on the tip. Figure 3.14 presents a field ton
micrograph from a tungsten tip, and Fig. 3. 15 provides a stereographic projection o f
a cubic erystal with the orientation corresponding to the micrograph of Fig, 3.14.
The International Tables for Crystallography, edited by T. Hahn (Iahn 1996).
provide stereographic projections for various point groups and crystal classes.

3.3.3. Scanning Microscopy

An efficient way to obtain images o f the surface of a specimen is to scan the surface
with an electron beam in a raster pattern, similar to the way an electron gun scans the

Figure 3.14. Field ion micrograph of a tungsten lip (T. J. Godfrey}, explained by the stereg-
graphic projection of Fig. 3.15. [From G. D. W. Smith, chapler in Whan {1986), p 585.]
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Figure 3.15. Sterecgraphic [011] projection of a cubic crystal correspong.ng to The fica on
tangsten mcrograph In Fig. 3 14. [From G D. W 8mth, chapler in Wnan {1986/, p. 583]

screen in a television set. This is a systematic type scan. Surface information can
also be obtained by a scanning probe in which the trajectory of the electron beam is
directed across the regions of particular interest on the surface. The scanning can
also be carried out by a probe that monitors electrons that tunnel behveen the
surface and the probe tip, or by a probe that monitors the force exerted between the
surface and the tip. We shall describe in turn the instrumentation systems that carry
out these three respective functions: the scanning transmission electron microscope
(SEM), the scanning tunneling microscope (STM), and the atomic force microscope
(AFM).

It was mentioned above that the electron optics sketched in Fig. 3.10 for a
conventional transmission electron microscope is similar to that of a scanning
electron microscope, except that in the former TEM case the electrons travel from
left to right. and in the latter SEM they move in the opposite direction, from right to
left, in the figure. Since quite a bit has been said about the workings of an electron
microscope, we describe only the electron deflection system of a scanning electron
microscope, which is sketched in Fig. 3.16. The deflection is done magnetically
through magnetic fields generated by electric currents flowing through coils, as
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Figure 316. Double-deflection system of a scanning electron microscope. When the upper
scan coils /1—I, deflect the beam through an angle #, the lower scan coils .—/ deflect it back
through the angle 20, and the electrons sequentially strike the sample along the indicated line.
The upper inset on the left shows the sawtooth voltage that controls the current through the £
scanning coils. The lower inset on the left shows the sequence of points on the sample lor
various electron trajectories 1, 2. 3. 4.5 downward along the microscope axis. Scan coils f—~F
and f;—#, provide the beam deflectionfor the sequence of points 1.1'. 1 shown in detail A. [From
J. D. Verhoeven, chapter in Whan {19886), p, 493.1

occurs in many television sets. The magnetic field produced by a coil is proportional
to the voltage ¥ applied to the coil. We see from the upper insct on the let? side o f
Fig. 3.16 that a sawtooth voltage is applied to the pairs of coils {,.{; and /,,/,. The
magnetic field produced by the coils exerts a force that deflects the electron beam
from left to right along the direction of the line drawn at the bottom on the sample.
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Figure 3.17. Micrograph of 3-nm-diameter (30-A) gold particles on a carbon substraie taken
with a scanning electron microscope. [From J. D. Verhoeven, chapter in Whan {1986). p. 497.1

The varying magnetic fields in the coil pairs /). f; and /5, f> produce the smaller
deflections from points 1 to 1" to 1”shown in the detail A inset. Thus the clectron
beam scans repeatedly from left to right across the sample in a raster pattern that
eventually covers the cntire » x I frame area on the sample. Figure 3.17 shows 3-nm
gold particles on a carbon substrate resolved by an SEM.

A scanning tunneling microscope utilizes a wire with a very fine point. This fine
point B positively charged and acts as a pmhc when It is lowered to a distance of
about 1 nm above the surface under study. Electrons at individual surface atonis are
aftracted to the positive charge of the probe wirc and jump (tunnel) up to it, thereby
generating a weak ¢lectric current. The probe wire is scanned back and forth across
the surface ina raster pattern, in cither a constarif-heightmede. or a constant-current
mode. in the arrangements sketched in Fig. 3.18. In the constant current mode a
feedback loop maintains a constant probe height above the sample surface profile,
and the up/down probe variations are recorded. This mode of aperation assumes a
constant tunneling harrier across the surface. In the constant-probe-height mode the
tip is constantly changing its distance from the surface. and this is reflected in
variations of the recorded tunneling current as the probe scans. The feedback loop
establishes the initial probe height, and is then turned off during the scan. The
scanning probe provides a mapping of the distribution of the atoms on the surface.

The STM often employs a piezoclectric tripod scanner, and an early design of this
scanner, built by Binning and Rohrer, is depicted in Fig. 3.19. A piezocleetric is a
material in which an applied voltage elicits a mechanical response, and the reverse.
Applicd voltages induce piezo transducers t0 move the scanning probe (or the
sampl) in nanometer increments along the x, » or z directions indicated on the arms
(3) of the scanner in the figure. The initial setting & accomplished with the aid ofa
stepper motor and micrometer screws. The tunneling current, which varies expo-
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Figure 3.18. Constant-height (top sketch) and constant-current (bottom sketch) imaging mode
of a scanning tunneling microscope. [From T. Bayburt. J. Carlson, B. Godirey, M. Shank-
Retzlaff.and S. G. Sligar. in Nalwa (2000), Vol. 5, Chapter 12, p. 641.1

nentially with the probe-surface atom separation, depends on the nature ofthe probe
tip and the composition of the sample surface. From a quantum-mechanical point of
view, the current depends on the dangling bond state of the tip apex atom and on the
orhital states of the surface atoms.

Figure 3.19. Scanning mechanism for scanning tunneling microscope, showing (1) the piezo-
electric baseplate. (2) the three feet of the baseplate and (3) the piezoelectric tripod Scanner
holding the probe tip that points toward the sample. (From R. Wiesendanger. Scanning Probe
Microscopy and Spectrascopy, Cambridge Univ. Press, Cambridge, UK, 1994. p. 81.)



56 METHODS OF MEASURING PROPERTIES
The third technique in wide use for manostructure surface studies is atomic force
microscopy, and Fig. 3.20 presents a diagram ofa typical atomic force microscope

(AFM) . The fundamental difference between the STM and the AFM is that the
former menitors the electric tunneling current between the surface and the probe tip

E—— Optical Fiber

[ Cantilever

%

——

Fiezoeletric Tube Scanners / .

Position Sensitive
Diode Array

Laser Beam

Figure 3.20. Sketch of an atomic force microscope (AFM) showing the cantilever arm provided
with a probetip thal traverses the sample surfacethrough the action of the piezoelectric scanner.
The upper figure shows an interferencedeflection sensor, and the lower enlarged view of the
cantitever and tip is provided with a laser beam deflection sensor. The sensors monitor the probe
lip elevations upward from the surface during the scan.
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and the latter monitors the force exerted between the surface and the probe tip. The
AFM, like the STM, has two modes of operation. The AFM can operate in a close
contact mode in which the core-to-core repulsive forces with the surface dominate,
or in a greater separation “noncontact” mede in which the relevant force is the
gradient of the van der Waals potential. As 1 the STM case, a piezoelectric Scanner
is used. The vertical motions of the tip during the scanning may he monitored by
the interference pattern of a light beam from an optical fiber, as shown in the upper
diagram of the figure, or by the reflection of a laser beam, as shown in the enlarged
view 0f the probe tip in the lower diagram of the figure. The atomic force microscope
is sensitive to the vertical component of the surface forces. A related hut more
versatile device called a fiicrion force microscope, also sometimes referred to as a
lateral force microscope, simultaneously measures both normal and lateral forces of
the surface on the tip.

All three of these scanning microscopes can provide information on the
topography and defect structure of a surface over distances close to the atomic
scale. Figure 3.21 shows a three-dimensional rendering of an AFM image of
chromium deposited on a surface of Si0,. The surface was prepared by the laser-
focused deposition of atomic chromium in the presence of a Gaussian standing wave
that rcproduccd the observed regular array of peaks and valleyson the surface. When
the laser-focused chromium deposition was carried out in the presence of two plane
waves displaced by 90" relative t each other, the two-dimensional arrangement
AFM image shown in Fig. 3.22 was obtained. Note that the separation between the
peaks, 212,78 nm, is the same in both images. The peak heights are higher (13 nm}
in the two-dimensional array (8 nm) than in the linear one.

Figure 3.21. Three-dimensional rendering of an AFM image of nanostructure formed by laser
focused atomic Cr deposition in a Gaussian standing wave on an SiQs surface. [From
J. J. McClelland, R. Gupta, Z. 3 Jabbour, and R. L. Celotta, Aust J. Phys. 49, 555 (1996).]
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Figure 3.22. AFM image of nanostructure array formed when the laser focused Cr deposition is
carried out in two standing waves oriented at 90 relative to each other. [From R. Gupta,
J.J. McClelland, 2. J. Jabhour, and R. L. Celotta, Appl. Phys. Lett. 67. 1378 {1985).]

3.4. SPECTROSCOPY

3.4.1. Infrared and Raman Spectroscopy

Vibrational spectroscopy involves photons that induce transitions between vibra-
tional states in molecules and solids, typically in the infrared (IR) frequency range
from 2 to 12 x 10" Hz Section 2.1.5 discusses the normal modes of vibration of
molecules and solids. The energy gaps of many semiconductsrs are in this same
frequency region, and can be studied by infrared 'techniques.

In infrared spectroscopy an IR photon Av is absorbed directly to induce a
transition between two vibrational levels £, and £,., where

E,=(n+ %)Iwo (3.8)

The vibrational quantum number n =0. 1,2, .. . is a positive integer, and v, K the
characteristic frequency for a particular normal mode. In accordance with the-
selection rule An ==+1, infrared transitions are observed only between adjacent
vibrational energy levels, and hence have the frequency vq. In Raman spectroscopy a
vibrational transition is induced when an incident optical photon Of frequency /v,
is absorbed and another optical photon /v, is emitted:

E, = |hv,,. — In (3.9)

n:n1'i||
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From Eq. (3.8) the frequency difference is given by |vi,e — Vemis] = I7 —1"[vy =,
since the same infrared selection rule An = =+1 is obeyed. Two cases are observed:
(1) Vine > Vemit COrresponding to a Stokes line, and (2) vy, < Vemi fOr an anti-Stokes
line. Infrared active vibrational modes arise from a change in the electric dipole
moment p of the molecule, while Raman-active vibrational modes involve a change
in the polarizability P = y;,4/E, where the electric vector E of the incident light
induces the dipole moment ;.4 in the sample. Thus some vibrational modes are IR-
active, that is, measurable by infrared spectroscopy, and some are Raman-active.

Infrared and optical spectroscopy is often carried out by reflection, and the
measurements of nanostructures provide the reflectance (or reflectivity) R, which is
the fraction of reflected light. For normal incidence we have

Ir |*/E_I|
R="=—"+—— 3.10
I e+l (3.10)

where e is the dimensionless dielectric constant of the material. The dielectric
constant e(v) has real and imaginary parts, e =¢'(v) +¢’(v), where the real or
dispersion part ¢ provides the frequencies of the IR bands, and the imaginary part &
measures the energy absorption or loss. A technique called Kramers—Kronig
analysis is used to extract the frequency dependences of &(v) and &”(v) from
measured IR reflection spectra.

The classical way to carry out infrared spectroscopy is to scan the frequency of
the incoming light to enable the detector to record changes in the light intensity for
those frequencies at which the sample absorbs energy. A major disadvantage of this
method is that the detector records meaningful information only while the scan is
passing through absorption lines, while most of the time is spent scanning between
lines when the detector has nothing to record. To overcome this deficiency, modem
infrared spectrometers irradiate the sample with a broad band of frequencies
simultaneously, and then carry out a mathematical analysis of the resulting signal
called a Fourier transformation to convert the detected signal back into the classical
form of the spectrum. The resulting signal is called a Fourier transform infrared
(FTIR) spectrum. The Fourier transform technique is also widely used in nuclear
magnetic resonance, discussed below, and in other branches of spectroscopy.

Figure 3.23 presents an FTIR spectrum of silicon nitride (Si;N4) nanopowder
showing the vibrational absorption lines corresponding to the presence of hydroxyl
Si—OH, amino Si—NH,, and imido Si—NH—Si groups on the surface. Figure 3.24
shows a similar FTIR spectrum of silicon carbonitride nanopowder, (SiCN),
revealing the presence of several chemical species on the surface after activation
at 873 K, and their removal by heating for an hour under dry oxygen at 773 K.

Figure 3.25 shows how the width of the Raman spectral lines of germanium
nanocrystals embedded in SiO, thin films exhibit a pronounced broadening when the
particle size decreases below about 20 nm. Figure 3.26 shows a Raman spectrum
recorded for germanium nanocrystals that arises from a distribution of particle sizes
around an average value of 65nm. These nanocrystals were prepared by chemical
reduction, precipitation, and subsequent annealing of the phase Si,Ge,O,, and the
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Figure 3.23. Fourier transform infraredspectrum of silicon nitride nanopowder recorded at room
temperature under vacuum (tracing a) and after activation at 773 K (tracing b). (From G. Ramis,
G. Busca, V. Lorenzelli, M.-l. Baraton, T. Merle-Méjean, and P. Quintard, in Surfaces and
Interfaces of Ceramic Materials. L. C. Dufour et al., eds., Kluwer Academic, Dordrecht, 1989,
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Figure 3.24. Fourier transform infrared spectrum of silicon carbonitride nanopowder recorded
after activation at 873 K (tracing a) and after subsequent heating in dry oxygen at 773 K for one
hour (tracing b). [From M.-l. Baraton, in Nalwa (2000), Vol. 2, Chapter 2, p. 131; see also
M.-I. Baraton, W. Chang, and B. H. Kear, J. Phys. Chem. 100, 16647 (1996).]
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Figure 3.25. Dependence of the Raman spectra of germnanium microcrystals (uc-Ge)
embedded in SiO, thin films on the crystallite size. The average particle size and the full
width at half-maximum height (FWHM) of the Raman line of each sample are indicated.[From
M. Fujii, S. Hayashi, and K. Yamamoto, Jpn. J. Appl. Phys. 30, 657 (1991).]

histogram shown on the figure was determined from a scanning electron micrograph.
Further Raman spectroscopy studies demonstrated that larger average particle sizes
are obtained when the annealing is carried out for longer times and at higher
temperatures.

We have been discussingwhat is traditionally known as Raman scattering of light
or Raman spectroscopy. This is spectroscopy in which the phonon vibration of
Eq. (3.8), corresponding to the energy difference of Eq. (3.9), is an optical phonon
of the type discussed in the previous section, namely, a phonon with a frequency of
vibration in the infrared region of the spectrum, corresponding to about=:400cm™!,
or a frequency of =21.2 x 10> Hz. When a low-frequency acoustic phonon is
involved in the scattering expressed in Eq. (3.9), then the process is referred to
as Brillouin scattering. Acoustic phonons can have frequencies of vibration or
energies that are a factor of 1000 less than those of optical phonons. Typical values
are 1.5 x 10'"°Hz or 220.5cm™!. Brillouin spectroscopy, which involves both
Stokes and anti-Stokeslines, as does Raman spectroscopy, is discussed in Chapter 8.

Chapter 8 is devoted to the infrared and optical spectroscopy of nanomaterials, S0
in this chapter we will restrict ourselves to commenting on the representative optical
spectrapresented in Fig. 3.27, which were obtained from colloidal cadmium selenide
semiconductor nanocrystals that are transparent for photon energies below the
bandgap, and that absorb light above the gap. Colloidal nanocrystal synthesis
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Figure 3.26. Histogram of the distribution of Ge nanocrystalparticle sizes (lower figure) around
the mean radius 6.5nm, used to simulate (solid line) the Raman spectrum (dotted line) depicted
at the top. The size distribution was obtained by transmission electron microscopy. [From C. E.
Bottani, C. Mantini, P. Milani, M. Manfredini, A. Stella, P. Tognini, P. Cheyssac, and R. Kofman,
Appl. Phys. Left. 69,2409 (1996).]

provides a narrow range of size distributions, so optical spectra of the type shown in
Fig. 3.27 can accurately determine the dependence of the gap on the average particle
radius and this dependence is shown in Fig. 3.28 for CdSe. We see that the energy
gap data for the colloidal samples plotted on this figure agree with the gaps evaluated
from optical spectra of CdSe nanoparticle glass samples. The solid line in the figure
is a theoretical plot made using a parabolic band model for the vibrational potential,
and the measured energy is asymptotic to the bulk value for large particle sizes. The
increase in the gap for small nanoparticle radii is due to quantum confinement
effects.

3.4.2. Photoemission and X-Ray Spectroscopy

Photoemission spectroscopy (PES) measures the energy distribution of electrons
emitted by atoms and molecules in various charge and energy states. A material
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Figure 3.27. Room-temperature optical absorption spectra for CdSe colloidal nanocrystals
(NCs) with mean radii in the range from 1.2 to 4.1 nm. [From V. I. Klimov, in Nalwa (2000),
Vol. 4, Chapter 7, p. 464.1

irradiated with ultraviolet light (UPS) or X rays (XPS) can emit electrons called
photoelectrons from atomic energy levels with a kinetic energy equal to the
difference between the photon energy Av,, and the ionization energy E,,,, which
is the energy required to completely remove an electron from an atomic energy level

KE:hvh—E

\ (3.12)

ion
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Figure 3.28. Dependence of the semiconductor energy gap of CdSe nanocrystals (N¢s), in the
form of a glass ((J) and a colloidal suspension (), on the mean particle radius. The colloidal
nanocrystal spectral data are presented in Fig. 3.27. The solid curve gives the fit to the data
using a parabolic band model for the vibrational potential. [From V. . Klimov in Nalwa (2000),
Vol. 4,Chapter 7, p. 465.]

The photoelectron spectrometer sketched in Fig. 3.29 shows, at the lower left side,
X-ray photons incident on a specimen. The emitted photoelectrons then pass through
a velocity analyzer that allows electrons within only a very narrow range of
velocities to move along trajectories that take them from the entrance slit on the
left, and allows them to pass through the exit slit on the right, and impinge on the
detector. The detector measures the number of emitted electrons having a given
kinetic energy, and this number is appreciable for kinetic energies for which
Eq. (3.11) is satisfied.

The energy states of atoms or molecular ions in the valence band region have
characteristic ionization energies that reflect perturbations by the surrounding lattice
environment, so this environment is probed by the measurement. Related spectro-
scopic techniques such as inverse photoelectron spectroscopy (IPS), Bremsstrahlung
isochromat spectroscopy (BIS), electron energy-loss spectroscopy (EELS), and
Auger electron spectroscopy provide similar information.

As an example of the usefulness of X-ray photoemission spectroscopy, the ratio
of Gato N in a GaN sample was determined by measuring the gallium 3d XPS peak
at 1.1185keV and the nitrogen 1s peak at 0.3975keV, and the result gave the
average composition Gagyg¢sN. An XPS study of 10-nm InP provided the indium
3d;,, asymmetric line shown in Fig. 3.30a, and this was analyzed to reveal the
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Figure 3.29. X-ray photoelectronspectrometer showing photons hv generated by an X-ray tube
incident on the specimen where they produce photoelectronse- characteristic of the specimen
material,which then traverse avelocity analyzer, and are broughtto focus at an electron detector
that measures their kinetic energy.
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Figure 3.30. X-ray photoelectron spectra (XPS) of nanocrystallineInP showing (a) 3ds,, indium
signaland (b) 2p phosphorus peaks. [From Q. Yitai, in Nalwa (2000), Vol. 1, Chapter9, p. 427.1
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presence of two superposed lines; a main one at 444.6 eV arising from In in InP, and
a weaker one at 442.7 attributed to In in the oxide In,O5. The phosphorus 2p XPS
spectrum of Fig. 3.30b exhibits two well-resolved phosphorus peaks, one from InP
and one from a phosphorus-oxygen species.

Inner electron or core-level transitions from levels #; to #, have frequencies v
approximated by the well-known Rydberg formula, Eq. (2.16)

me*Z? 1 1
hv ( - —2> (3.12)

= 2242 \ .2
327 th Un ny

where Z is the atomic number and the other symbols have their usual meanings. The
atomic number dependence of the frequency v of the K, line, the innermost X-ray
transition fromn;, = 1ton, =2

S =ag(Z - 1) (3.13)

is called Moseley s law. The factor (Z — 1) appears in Eq. (3.13) instead of Z to take
into account the shielding of the nucleus by the remaining »; = 1 electron, which
lowers its apparent charge to (Z — 1). A similar expression applies to the next-
highest-frequency L, line, which has n; =2 and n, = 3. Figure 3.31 presents a plot
of /v versus the atomic number Z for the experimentally measured K, and L,
lines of the elements in the periodic table from Z = 15to Z = 60. Measurements
based on Moseley’s law can provide information on the atom content of nano-
material for all except the lightest elements. The ionization energies of the outer
electrons of atoms are more dependent on the number of electrons outside of closed
shells than they are on the atomic number, as shown by the data in Fig. 3.32. These
ionization energies are in the visible or near-ultraviolet region.

An energetic photon is capable of removing electrons from all occupied atomic
energy levels that have ionization energies less than the incoming energy. When the
photon energy drops below the largest ionization energy corresponding to the K
level, then the » = 1 electron can no longer be removed, and the X-ray absorption
coefficient abruptly drops. It does not, however, drop to zero because the incoming
energy is still sufficient to raise the » = 1electron to a higher unoccupied level, such
asa3doradp level, or to knock out electrons in the L (n =2), M (n = 3), and other
levels. The abrupt drop in absorption coefficient is referred to as an absorption edge;
in this case it is a K-absorption edge. It is clear from the relative spacings of the
energy levels of Fig. 3.33 that transitions of this type are close in energy to the
ionization energy, and they provide what is called “fine structure on the absorption
edge.” They give information on the bonding states of the atom in question. The
resolution of individual fine-structure transitions can be improved with the use of
polarized X-ray beams. Several related X-ray absorption spectroscopy techniques are
available for resolving fine structure.

Another way to obtain information on absorption edges is via electron energy-
loss spectroscopy (EELS). This involves irradiating a thin film with a beam of
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Figure 3.31. Moseley plot of the K, and L, characteristic X-ray frequencies versus the atomic
number Z. (From C. P. Poole, Jr, H. A. Farach, and R. J. Creswick, Superconductivity,Academic
Press, Boston, 1995, p. 515.)
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Figure 3.32. Experimentally determined ionization energy of the outer electron in various
elements. (From R. Eisberg and R. Resnick, Quantum Physics,Wiley, New York, 1994, p. 364.)
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Figure3.33. Energy-level diagram of molybdenumshowingthe transitions of the K and L series
of X-ray lines.

monoenergetic electrons that have energies of, perhaps, 170keV. As the electrons
traverse the film, they exchange momentum with the lattice and lose energy by
exciting or ionizing atoms, and an electron energy analyzer is employed to measure
the amount of energy E,, that is absorbed. This energy correspondsto a transition of
the type indicated in Fig. 3.33, and is equal to the difference between the kinetic
energy KE, of the incident electrons and that KE¢ of the scattered electrons

Eys = KEg — KEg¢ (3.14)

A plot of the measured electron intensity as a function of the absorbed energy
contains peaks at the binding energies of the various electrons in the sample. The
analog of optical and X-ray polarization experiments can be obtained with electron
energy-loss spectroscopy by varying the direction of the momentum transfer Ap
between the incoming electron and the lattice relative to the crystallographicc axis.
This vector Ap plays the role of the electric polarization vector E in photon
spectroscopy. This procedure can increase the resolution of the absorption peaks.

3.4.3. Magnetic Resonance

Another branch of spectroscopy that has provided information on nanostructures is
magnetic resonance that involves the study of microwave (radar frequency) and
radiofrequency transitions. Most magnetic resonance measurements are made in
fairly strong magnetic fields, typically B = 0.33T (3300Gs) for electron spin
resonance (ESR), and B ~ 10T for nuclear magnetic resonance (NMR). Several
types of magnetic resonance are mentioned below.
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NMR involves the interaction of a nucleus possessing a nonzero nuclear spin |
with an applied magnetic field B, to give the energy-level splitting into 2/ + 1lines
with the energies

app

E =MB,pm (3.15)

where y is the gyromagnetic ratio, sometimes called the mugnetogyric ratio,
characteristic of the nucleus, and = assumes integer or half-integer values in the
range —1 < m < —+1 depending on whether 1 is an integer or a half-integer. The
value of vy is sensitive to the local chemical environment of the nucleus, and it is
customary to report the chemical shift 6 of y relative to a reference value yg, that is,
0 =(y —yr)/yg- Chemical shifts are very small, and are usually reported in parts
per million (ppm). The most favorable nuclei for study are those with 1 =%, such as
H, '°F, *'P, and 13C; the latter isotope is only 1.1% abundant.

Fullerene molecules such as Cg, and C,, are discussed in Chapter 5. The well-
known buckyball Cgq has the shape of a soccer ball with 12 regular pentagons and
20 hexagons. The fact that all of its carbon atoms are equivalent was determined
unequivocally by the '*C NMR spectrum that contains only a single narrow line. In
contrast to this, the rugby-ball-shaped C, fullerene molecule, which contains 12
pentagons (2 regular) and 25 hexagons, has five types of carbons, and this is
confirmed by the '*C NMR spectrum presented at the top of Fig. 3.34. The five
NMR lines from the a, b, ¢, d, and e carbons, indicated in the upper figure, have the
intensity ratios 10:10:20 :20 : 10 corresponding to the number of each carbon type
in the molecule. Thus NMR provided a confirmation of the structures of these two
fullerene molecules.

Electron paramagnetic resonance (EPR), sometimes called electron spin reso-
nance (ESR), detects unpaired electrons in transition ions, especially those with odd
numbers of electrons such as Cu®* (3d°) and Gd** (47). Free radicals such as those
associated with defects or radiation damage can also be detected. The energies or
resonant frequencies are three orders of magnitude higher than NMR for the same
magnetic field. A different notation is employed for the energy E, =gugB,pm,
where yg is the Bohr magneton and g is the dimensionless g factor, which has the
value 2.0023 for a free electron. For the unpaired electron with spin S =1 on a free
radical EPR measures the energy difference AE =E;,, — E_, , between-the levels
m =+4, to give a single-line spectrum at the energy level

AE = gugpB,,, (3.16)

Equations (3.15) and (3.16) are related through the expression gug =Ay. If the
unpaired electron interacts with a nuclear spin of magnitude I, then 27 +1 hyperfine
structure lines appear at the energies

AE(mI) = gAuBBapp + Am, (317)
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Figure 3.34. NMR spectrum from '3C-isotope-enriched C-, fullerene molecules. The five NMR
lines from the a,b, ¢, d, and e carbons, indicated in the molecule on the lower right, have the
intensity ratios 10:10:20:20:10 in the upper spectrum correspondingto the number of each
carbon type in the molecule. The so-called two-dimensional NMR spectrum at the lower left,
which is a plot of the spin~spin coupling constant frequencies versus the chemical shift in parts
per million (pprn), shows doublets correspondingto the indicated carbon bond pairs. The ppm
chemical shift scale at the bottom applies to both the lower two-dimensional spectrum, and the
upper conventional NMR spectrum. One of the NMR lines arises from the fullerene species Cgy,
which is present as an impurity. [From K. Kikuchi, S. Suzuki, Y. Nakao, N. Nakahara,
T. Wakabayashi, H. Shiromaru, I. Ikemoto, and Y. Achiba, Chem. Phys. Lett. 216, 67 (1993).]

where A is the hyperfine coupling constant, and ; takes on the 21 % 1 values in the
range —I < m, < L. Figure 3.35 shows an example of such a spectrum arising from
the endohedral fullerene compound LaCyg,, which was detected in the mass spectrum
shown in Fig. 3.9. The lanthanum atom inside the C;, cage has the nuclear spin line
I =2, and the unpaired electron delocalized throughout the Cg, fullerene cage
interacts with this nuclear spin to produce the eight-line hyperfine multiplet shown in
the figure.

EPR has been utilized to study conduction electrons in metal nanoparticles, and
to detect the presence of conduction electrons in nanotubes to determine whether the
tubes are metals or very narrowband semiconductors. This technique has been
employed to identify trapped oxygen holes in colloidal TiO, semiconductor
nanoclusters. It has also been helpful in clarifying spin—flip resonance transitions
and Landau bands in quantum dots.

The construction of new nanostructured biomaterials is being investigated by
seeking to understand the structure and organization of supermolecular assemblies
by studying the interaction of proteins with phospholipid bilayers. This can be
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T=220K 25

Figure 3.36. Electron paramagnetic resonance spectrum of the endohedral fullerene molecule
LaCg, dissolved in toluene at 220 K. The unpaired electron delocalized on the carbon cage
interacts with the / =2 nuclear spin of the lanthanum atom inside the cage to produce the
observed eight-line hyperfine multiplet. [From R. D. Johnson, D. S. Bethune, C. S.Yannoni, Acc.
Chem. Res. 25, 169 (1992).]

conveniently studied by attaching spin labels (e.g., paramagnetic nitroxides) to the
lipids and using EPR to probe the restriction of the spin-label motions arising from
phospholipids associated with membrane-inserted domains of proteins.

Microwaves or radar waves can also provide useful information about materials
when employed under nonresonant conditions in the absence of an applied magnetic
field. For example, energy gaps that occur in the microwave region can be estimated
by the frequency dependence of the microwave absorption signal. Microwaves have
been used to study photon-assisted single-electron tunneling and Coulomb block-
ades in quantum dots.

FURTHER READING

J. M. Cowley and J. C. H. Spence, “Nanodiffraction,” in Nalwa (2000), Vol. 2, Chapter 1,2000.
T. Hahn, ed., International Tables for Crystallography, 4th ed., Kluwer, Dordrecht, 1996.

M. José-Yacaman and J. A. Ascencio, “Electron Microscopy Study of Nanostructured and
Ancient Materials,” in Nalwa (2000), Vol. 2, Chapter 8, 2000.

C. E. Krill, R. Haberkom, and R. Birringer, “Specification of Microstructure and Character-
ization by Scattering Techniques,” Nalwa (2000), Vol. 2, Chapter 3, 2000.

G. E. Moore, IEEE ZEDM Tech. Digest. 11-13 (1975).

H. S. Nalwa, ed., Handbook of Nanostructured Materials and Nanotechnology, Vols. 1-5,
Academic Press, Boston, 2000.

R. E. Whan, Materials Characterization, Vol. 10 of Metals Handbook, American Society for
Metals, Metals Park OH, 1986.



PROPERTIES OF
INDIVIDUAL
NANOPARTICLES

4.1. INTRODUCTION

The purpose of this chapter is to describe the unique properties of individual
nanoparticles. Because nanoparticles have 10° atoms or less, their properties differ
from those of the same atoms bonded together to form bulk materials. First, it is
necessary to define what we mean by a nanoparticle. The words nanoparticle and
nanotechnology are relatively new. However, nanoparticles themselves had been
around and studied long before the words were coined. For example, many of the
beautiful colors of stained-glass windows are a result of the presence of small metal
oxide clusters in the glass, having a size comparable to the wavelength of light.
Particles of different sizes scatter different wavelengths of light, imparting different
colors to the glass. Small colloidal particles of silver are a part of the process of
image formation in photography. Water at ambient temperature consists of clusters
of hydrogen-bonded water molecules. Nanoparticles are generally considered to be a
number of atoms or molecules bonded together with a radius of <100nm.
A nanometer is 10™°m or 10 A, so particles having a radius of about <1000 A
can be considered to be nanoparticles. Figure 4.1 gives a somewhat arbitrary

Introduction to Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.
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NUMBER OF ATOMS  RADIUS (nm)
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Figure4.1. Distinction between molecules, nanoparticles,and bulk according to the number of
atoms in the cluster.

classification of atomic clusters according to their size showing the relationship
between the number of atoms in the cluster and its radius. For example, a cluster of
one nanometer radius has approximately 25 atoms, but most of the atoms are on
the surface of the cluster. This definition based on size is not totally satisfactory
because it does not really distinguish between molecules and nanoparticles. Many
molecules contain more than 25 atoms, particularly biological molecules. For
example, the heme molecule, FeC34H3,04N4, which is incorporated in the hemo-
globin molecule in human blood and transports oxygen to the cells, contains
75 atoms. In truth, there is no clear distinction. They can be built by assembling
individual atoms or subdividing bulk materials. What makes nanoparticles very
interesting and endows them with their unique properties is that their size is smaller
than critical lengths that characterize many physical phenomena. Generally, physical
properties of materials can be characterized by some critical length, a thermal
diffusion length, or a scattering length, for example. The electrical conductivity of a
metal is strongly determined by the distance that the electrons travel between
collisions with the vibrating atoms or impurities of the solid. This distance is
called the meanfree path or the scattering length. If the sizes of particles are less
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than these characteristic lengths, it is possible that new physics or chemistry may
occur.

Perhaps a working definition of a nanoparticle is an aggregate of atoms between 1
and 100nm viewed as a subdivision of a bulk material, and of dimension less than

the characteristic length of some phenomena.

4.2. METAL NANOCLUSTERS

4.2.1. Magic Numbers

Figure 4.2 is an illustration of a device used to form clusters of metal atoms. A high-
intensity laser beam is incident on a metal rod, causing evaporation of atoms from
the surface of the metal. The atoms are then swept away by a burst of helium and
passed through an orifice into a vacuum where the expansion of the gas causes
cooling and formation of clusters of the metal atoms. These clusters are then
ionized by UV radiation and passed into a mass spectrometer that measures their
mass :charge ratio. Figure 4.3 shows the mass spectrum data of lead clusters formed
in such an experiment where the number of ions (counts) is plotted as a function of
the number of atoms in the cluster. (Usually mass spectra data are plotted as counts
versus mass over charge.) The data show that clusters of 7 and 10 atoms are more
likely than other clusters, which means that these clusters are more stable than
clusters of other sizes. Figure 4.4a is a plot of the ionization potential of atoms as a
function of their atomic number Z, which is the number of electrons in the atom. The
ionization potential is the energy necessary to remove the outer electron from the

LASER CLUSTER , SKIMMER
HELIUM BEAM  BEAM 7

—\l-'-,-\

/

METAL DISK /

MASS
! SPECTROMETER

GASES INTRODUCED

Figure 4.2. Apparatus to make metal nanoparticles by laser induced evaporation d atoms
from the surface d a metal. Various gases such as oxygen can be introduced to study the
chemical interaction ¢ the nanoparticles and the gases. (with permission from F. J. Owens
and C. P. Poole, Jr., New Superconductors, Plenum Press, 1999.)
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Figure4.3. Mass spectrumof Pb clusters. [Adaptedfrom M. A. Duncanand D. H. Rouvray, Sci.
Am. 110 (Dec. 1989).]

atom. The maximum ionization potentials occur for the rare-gas atoms *He, '°Ne,
and '8Ar because their outermost s andp orbitals are filled. More energy is required
to remove electrons from filled orbitals than from unfilled orbitals. Figure 4.4b
shows the ionization potential of sodium clusters as a function of the number of
atoms in a cluster. Peaks are observed at clusters having two and eight atoms. These
numbers are referred to as electronic magic numbers. Their existence suggests that
clusters can be viewed as superatoms, and this result motivated the development of
the jellium model of clusters. In the case of larger clusters stability, as discussed in
Chapter 2, is determined by structure and the magic numbers are referred to as
structural magic numbers.

4.2.2. Theoretical Modeling of Nanoparticles

Thejellium model envisions a cluster of atoms as a large atom. The positive nuclear
charge of each atom of the cluster is assumed to be uniformly distributed over a
sphere the size of the cluster. A spherically symmetric potential well is used to
represent the potential describing the interaction of the electron with the positive
spherical charge distribution. Thus the energy levels can be obtained by solving the
Schrodinger equation for this system in a fashion analogous to that for the hydrogen
atom. Figure 4.5 compares the energy level scheme for the hydrogen atom and the
energy-level scheme for a spherical positive-charge distribution. The superscripts
refer to the number of electrons that fill a particular energy level. The electronic
magic number corresponds to the total number of electrons on the superatom when
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Figure 4.4. (a) A plot of the ionization energy of single atoms versus the atomic number. The
ionization energy of the sodium atom at atomic number 11 is 5.14eV (b) plot of the ionization
energy of sodium nanoparticles versus the number of atoms in the cluster. [Adapted from
A. Herman et al., J. Chem. Phys. 80, 1780 (1984).]

the top level is filled. Notice that the order of the levels in the jellium model is
different from that of the hydrogen atom. In this model the magic numbers
correspond to those clusters having a size in which all the energy levels are filled.

An alternative model that has been used to calculate the properties of clusters is to
treat them as molecules and use existing molecular orbital theories such as density
functional theory to calculate their properties. This approach can be used to calculate
the actual geometric and electronic structure of small metal clusters. In the quantum
theory of the hydrogen atom, the electron circulating about the nucleus is described
by a wave. The mathematical function for this wave, called the wavefunction i, is
obtained by solving the Schrodinger equation, which includes the electrostatic
potential between the electron and the positively charged nucleus. The square of
the amplitude of the wavefunction represents the probability of finding the electron
at some position relative to the nucleus. The wavefunction of the lowest level of the
hydrogen atom designated the Ls level has the form

W(ls) = 4 exp<— %) 4.1y
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Figure 4.5. A comparison of the energy levels of the hydrogen atom and those of the jellium
model of a cluster. The electronic magic numbers of the atoms are 2, 10, 18, and 36 for He, Ne,
Ar, and Kr, respectively (the Kr energy levels are not shown on the figure) and 2, 18, and 40 for
the clusters. [Adapted from B. K. Rao et al., J. Cluster Sci. 10,477 (1999).]

where r is the distance of the electron from the nucleus and p is the radius of the first
Bohr orbit. This comes from solving the Schrodinger equation for an electron having
an electrostatic interaction with a positive nucleus given by e/r. The equation of the
hydrogen atom is one of the few exactly solvable problems in physics, and is one of
the best understood systems in the Universe. In the case of a molecule such as
the H,*™ ion, molecular orbital theory assumes that the wavefunction of the
electron around the two H nuclei can be described as a linear combination of the
wavefunction of the isolated H atoms. Thus the wavefunction of the electrons in the
ground state will have the form,

¥ =ay(Dy + ap(2),, 4.2)
The Schrodinger equation for the molecular ion is
-\ _, & &
[ A *3

The symbol V2 denotes a double differentiation operation. The last two terms in the
brackets are the electrostatic attraction of the electron to the two positive nuclei,
which are at distances , and r, from the electron. For the hydrogen molecule, which
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has two electrons, a term for the electrostatic repulsion of the two electrons would be
added. The Schrodinger equation is solved with this linear combination [Eq. (4.2)]
of wavefunctions. When there are many atoms in the molecule and many electrons,
the problem becomes complex, and many approximations are used to obtain the
solution. Density functional theory represents one approximation. With the develop-
ment of large fast computer capability and new theoretical approaches, it is possible
using molecular orbital theory to determine the geometric and electronic structures
of large molecules with a high degree of accuracy. The calculations can find the
structure with the lowest energy, which will be the equilibrium geometry. These
molecular orbital methods with some modification have been applied to metal
nanoparticles.

4.2.3. Geometric Structure

Generally the crystal structure of large nanoparticles is the same as the bulk structure
with somewhat different lattice parameters. X-ray diffraction studies of 80-nm
aluminum particles have shown that it has the face-centered cubic (FCC) unit cell
shown in Fig. 4.6a, which is the structure of the unit cell of bulk aluminum.
However, in some instances it has been shown that small particles having diameters
of <5 nm may have different structures. For example, it has been shown that 3-5-nm
gold particles have an icosahedral structure rather than the bulk FCC structure. It is
of interest to consider an aluminum cluster of 13 atoms because this is a magic
number. Figure 4.6b shows three possible arrangements of atoms for the cluster. On
the basis of criteria of maximizing the number of bonds and minimizing the number
of atoms on the surface, as well as the fact that the structure of bulk aluminum is
FCC, one might expect the structure of the particle to be FCC. However, molecular

Figure 46. (a) The unit cell of bulk aluminum; (b) three possible structures of Alz: a
face-centered cubic structure (FCC), an hexagonal close-packed structure (HCP), and an
icosahedral (ICOS) structure.
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orbital calculations based on the density functional method predict that the
icosahedral form has a lower energy than the other forms, suggesting the possibility
of a structural change. There are no experimental measurements of the Al;; structure
to verify this prediction. The experimental determination of the structure of small
metal nanoparticles is difficult, and there are not many structural data available. In
the late 1970s and early 1980s, G. D. Stien was able to determine the structure of
Biy, Pby, Iny, and Ag, nanoparticles. The particles were made using an oven to
vaporize the metal and a supersonic expansion of an inert gas to promote cluster
formation. Deviations from the face-centered cubic structure were observed for
clusters smaller than 8nm in diameter. Indium clusters undergo a change of structure
when the size is smaller than 5.5nm. Above 6.5nm, a diameter corresponding to
about 6000 atoms, the clusters have a face-centered tetragonal structure with a ¢/«
ratio of 1.075. In a tetragonal unit cell the edges of the cell are perpendicular, the
long axis is denoted by ¢, and the two short axes by a. Below —6.5nm the ¢/a ratio
begins to decrease, and at 5nm ¢/a = 1, meaning that the structure is face-centered
cubic. Figure 4.7 is a plot of ¢/a versus the diameter of indium nanoparticles. It
needs to be pointed out that the structure of isolated nanoparticles may differ from
that of ligand-stabilized structures. Ligand stabilization refers to associating nonme-
tal ion groups with metal atoms or ions. The structure of these kinds of nanos-
tructured materials is discussed in Chapter 10. A different structure can result in a
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Figure 4.7. Plot of the ratio of the length of the c axis to the a axis of the tetragonal unit cell of

indium nanoparticlesversus the diameter of nanoparticles.[Plottedfrom data in A. Yokozeki and
G. D. Stein, J. Appl. Phys. 49,224 (1978).]
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Table 4.1. Calculated binding energy per atom and atomic
separation in some aluminum nanoparticles compared
with bulk aluminum

Cluster Binding Energy (eV) Al Separation (A)
Alys 2.77 2.814
Alyy~ 3.10 275
Bulk Al 3.39 2.86

change in many properties. One obvious property that will be different is the
electronic structure. Table 4.1 gives the result of density functional calculations of
some of the electronic properties of Al;3. Notice that binding energy per atom in Al;;
is less than in the bulk aluminum. The Al cluster has an unpaired electron in the
outer shell. The addition of an electron to form Al;;(—) closes the shell with a
significant increase in the binding energy. The molecular orbital approach is also
able to account for the dependence of the binding energy and ionization energy on
the number of atoms in the cluster. Figure 4.8 shows some examples of the structure
of boron nanoparticles of different sizes calculated by density functional theory.
Figures 4.6 and 4.8 illustrate another important property of metal nanoparticles. For
these small particles all the atoms that make up the particle are on the surface. This
has important implications for many of the properties of the nanoparticles such as
their vibrational structure, stability, and reactivity. Although in this chapter we are
discussing metal nanoparticles as though they can exist as isolated entities, this is not
always the case. Some nanoparticles such as aluminum are highly reactive. If one
were to have an isolated aluminum nanoparticle exposed to air, it would immediately
react with oxygen, resulting in an oxide coating of Al,O; on the surface. X-ray
photoelectron spectroscopy of oxygen-passivated, 80-nm, aluminum nanoparticles
indicates that they have a 3—5-nm layer of Al,O3 on the surface. As we will see later,
nanoparticles can be made in solution without exposure to air. For example,
aluminum nanoparticles can be made by decomposing aluminum hydride in certain
heated solutions. In this case the molecules of the solvent may be bonded to the
surface of the nanoparticle, or a surfactant (surface-active agent) such as oleic acid
can be added to the solution. The surfactant will coat the particles and prevent them
from aggregating. Such metal nanoparticles are said to be passivated, that is, coated
with some other chemical to which they are exposed. The chemical nature of this
layer will have a significant influence on the properties of the nanoparticle.
Self-assembled monolayers (SAMSs) can also be used to coat metal nanoparticles.
The concept of self-assembly will be discussed in more detail in later chapters. Gold
nanoparticles have been passivated by self-assembly using octadecylthiol, which
produces a SAM, C;gH3;;S—Au. Here the long hydrocarbon chain molecule is
tethered at its end to the gold particle Au by the thio head group SH, which forms a
strong S—Au bond. Attractive interactions between the molecules produce a
symmetric ordered arrangement of them about the particle. This symmetric arrange-
ment of the molecules around the particle is a key characteristic of the SAMs.
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Figure4.8. lllustration of some calculated structures of small boron nanoparticles. (F. J. Owens,
unpublished.)

4.2.4. Electronic Structure

When atoms form a lattice, the discrete energy levels of the atoms are smudged out
into energy bands. The term density of states refers to the number of energy levelsin
a given interval of energy. For a metal, the top band is not totally filled. In the case of
a semiconductor the top occupied band, called the valence band, is filled, and there
is a small energy separation referred to as the band gap between it and the next
higher unfilled band. When a metal particle having bulk properties is reduced in size
to a few hundred atoms, the density of states in the conduction band, the top band
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Figure4.9. lllustrationof how energy levels of a metal change when the number of atoms of the
materialis reduced: (a) valence band of bulk metal; (b) large metalclusterof 100 atoms showing
opening of a band gap; (c) small metal cluster containing three atoms.

containing electrons, changes dramatically. The continuous density of states in the
band is replaced by a set of discrete energy levels, which may have energy level
spacings larger than the thermal energy kg7, and a gap opens up. The changes in the
electronic structure during the transition of a bulk metal to a large cluster, and then
down to a small cluster of less than 15 atoms, are illustrated in Fig. 4.9, The small
cluster is analogous to a molecule having discrete energy levels with bonding and
antibonding orbitals. Eventually a size is reached where the surfaces of the particles
are separated by distances which are in the order of the wavelengths of the electrons.
In this situation the energy levels can be modeled by the guantum-mechanical
treatment of a particle in a box. This is referred to as the quantum size effect.
The emergence of new electronic properties can be understood in terms of the
Heisenberg uncertainty principle, which states that the more an electron is spatially
confined the broader will be its range of momentum. The average energy will not be
determined so much by the chemical nature of the atoms, but mainly by the
dimension of the particle. It is interesting to note that the quantum size effect
occurs in semiconductors at larger sizes because of the longer wavelength of
conduction electrons and holes in semiconductors due the larger effective mass. In
a semiconductor the wavelength can approach one micrometer, whereas in a metal it
is in the order of 0.5 nm.

The color of a material is determined by the wavelength of light that is absorbed
by it. The absorption occurs because electrons are induced by the photons of the
incident light to make transitions between the lower-lying occupied levels and higher
unoccupied energy levels of the materials. Clusters of different sizes will have
different electronic structures, and different energy-level separations. Figure 4.10
compares the calculated energy levels of some excited states of boron clusters Bg,
Bg, and By, showing the difference in the energy-level separations. Light-induced
transitions between these levels determines the color of the materials. This means
that clusters of different sizes can have different colors, and the size of the cluster can
be used to engineer the color of a material. We will come back to this when we
discuss semiconducting clusters.
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Figure 4.10. Density functional calculation of excited state energy levels of Bg, Bg, and B4z
nanoparticles. Photon-induced transitions between the lowest level and the upper levels
determine the color of the particles. (F.J. Owens, unpublished.)

One method of studying the electronic structure of nanoparticles is UV photo-
electron spectroscopy, which is described in more detail in Chapter 3. An incident
UV photon removes electrons from the outer valence levels of the atom. The
electrons are counted and their energy measured. The data obtained from
the measurement are the number of electrons (counts) versus energy. Because the
clusters have discrete energy levels, the data will be a series of peaks with
separations corresponding to the separations of the energy levels of the cluster.
Figure 4.11 shows the UV photoelectron spectrum of the outer levels of copper
clusters having 20 and 40 atoms. It is clear that the electronic structure in the valence
region varies with the size of the cluster. The energy of the lowest peak is a measure
of the electron affinity of the cluster. The electron affinizy is defined as the increase in
electronic energy of the cluster when an electron is added to it. Figure 4.12 is a plot
of the measured electron affinities versus the size of Cu clusters, again showing
peaks at certain cluster sizes.

4.2.5. Reactivity

Since the electronic structure of nanoparticles depends on the size of the particle, the
ability of the cluster to react with other species should depend on cluster size. This
has important implications for the design of catalytic agents.

There is experimental evidence for the effect of size on the reactivity of
nanoparticles. Their reactivity with various gases can be studied by the apparatus
sketched in Fig. 4.2, in which gases such as oxygen are introduced into the region of
the cluster beam. A laser beam aimed at a metal disk dislodges metallic particles that
are carried along to a mass spectrometer by a flow of helium gas. Down stream
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Figure 411. UV photoelectron spectrum in the valence band region of copper nanoparticles
having 20 and 40 atoms. [Adapted from C. L. Pettiete et al., J. Chem. Phys. 88, 5377 (1988).]

before the particles in the cluster beam enter the mass spectrometer, various gases
are introduced, as shown in the figure. Figure 4.13 shows the results of studies of the
reaction of oxygen with aluminum particles. The top figure is the mass spectrum of
the aluminum particles before the oxygen is introduced. The bottom figure shows
the spectrum after oxygen enters the chamber. The results show that two peaks have
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Figure 4.12. Plot of measured electron affinity of copper versus size of nanoparticle. [Adapted
from C. L. Pettiete et al., J. Chem. Phys. 88, 5377 (1988).]
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Figure 4.13. Mass spectrum of Al nanoparticles before (top) and after (bottom) exposure to
oxygen gas. [Adapted from R. E. Leuchtner et al., J. Chem. Phys., 91, 2753 (1988).]

increased substantially and certain peaks (12, 14, 19, and 20) have disappeared. The
Aly; and Al,; peaks have increased substantially, and peaks from Alys to Al,, have
decreased.

These data provide clear evidence for the dependence of the reactivity of
aluminum clusters on the number of atoms in the cluster. Similar size dependences
have been observed for the reactivity of other metals. Figure 4.14 plots the reaction
rate of iron with hydrogen as a function of the size of the iron nanoparticles. The
data show that particles of certain sizes such as the one with 10 atoms and sizes
greater than 18 atoms are more reactive with hydrogen than others.

A group at Osaka National research Institute in Japan discovered that high
catalytic activity is observed to switch on for gold nanoparticles smaller than
3-5nm, where the structure is icosahedral instead of the bulk FCC arrangement.
This work has led to the development of odor eaters for bathrooms based on gold
nanoparticles on a Fe,O5 substrate.
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Figure 4.14. Reaction rate of hydrogen gas with iron nanoparticles versus the patrticle size.
[Adaptedfrom R. L. Whetten et al., Phys. Rev. Lett. 54, 1494(1985).]

4.2.6. Fluctuations

Very small nanoparticles, as is clear from the sketchesin Figs. 4.6 and 4.8, have all
or almost all of their atoms on the surface. Surface atoms are less restricted in their
ability to vibrate than those in the interior, and they are able to make larger
excursions from their equilibrium positions. This can lead to changes in the structure
of the particle. Observations of the changes in the geometry with time of gold clusters
have been made using an electron microscope. The gold clusters of 10—100-A radii
are prepared in vacuum and deposited on a silicon substrate, which is then covered
with an SiO; film. The electron microscope pictures of gold nanoparticles presented
in Fig. 4.15, which were taken at different times, show a number of fluctuation-
induced changes in the structure brought about by the particles transforming
between different structural arrangements. At higher temperatures these fluctuations
can cause a breakdown in the symmetry of the nanoparticle, resulting in the
formation of a liquid-like droplet of atoms.

4.2.7. Magnetic Clusters

Although it is not rigorously correct and leads to incorrect predictions of some
properties, an electron in an atom can be viewed as a point charge orbiting the
nucleus. Its motion around the nucleus gives it orbital angular momentum and
produces a magnetic field (except for s states). The magnetic field pattern arising
from this movement resembles that of a bar magnet. The electron is said to have an
orbital magnetic moment. There is also another contributionto the magnetic moment
arising from the fact that the electron has a spin. Classically one can think of the
electron as a spherical charge rotating about some axis. Thus there is both a spin and
an orbital magnetic moment, which can be added to give the total magnetic
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A

Figured.15. A series of electron microscope pictures of gold nanaparlicles containing approxi-
mately 460 atoms taken at various times showing fluctuation-induced changes i the structure.
(With permission from S. Sugano and H. Koizumi, in Microciuster Physics, Springer, Berlin.
1998, p. 18.)

moment of the electron. The total moment of the atom mill be the vector sum of the
moments ofeach electron of the atom. In energy levels filled with an cven number of
electrons the electron magnetic moments are paired oppositely, and the net magnetic
mwoment iS zero. Thus most atoms in solids do not have a net magnetic moment.
There are, however, some transition ion atoms such as iron, mangancse, and cobalt,
which have partially filled inner d-orhital levels, and hence they posess a net
magnetic moment. Crystals of these atomis can become ferromagnetic when the
magnetic moments Of all the atoms arc aligned in the same direction. Inthis section
we discuss the magnetic properties ol nanoclusters of metal atoms that have a net
magnet moment. In a cluster the magnetic moment of each atoin will interact with
the moments of the other atoms, and can force all the moments to align in one
direction with respect to some symmetry axis of the cluster. The cluster will have a
net moment, and is said to be magnetized, The magnetic moment of such clusters
can be measured by mcans of the Stern—Gerlach experiment illustrated n Fig. 4.16.
The cluster particles are sent into a region where there is an inhomogeneous
magnetic field, which separates the particles according t whether their magnetic
moment is up or down. From the beam separation, and a knowledge of the strength
and gradient of the magnetic Keld, the magnetic moment can be determined.
However, for magnetic nanoparticles the measured magnetic moment is Found to
be Jess than the value for a perfect parallel alignment of the moments in the cluster.
The atoms of the cluster vibrate, and this vibrational energy increases with
temperature. These vibrations cause some misalignment of the magnetic moments
of the individual atoms of the cluster so that the net magnetic moment of the cluster
is less than what it would be if all the atoms had their moments aligned in the same
direction. The component of the magnetic moment of an individual cluster will
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Flgure 4.16. Mustration of the Sterm—Gerlach experiment used to measure the magnetic
moments of nanopartictes, A beam of metal clusters from a source 1s sent between the poles
of permanentmagnels shaped to produce a uniformgradient DC magnetic held, which produces
a net force on the magnetic dipole moments of the clusiers, thereby deflecting the beam. The
magngtic moment can be determined by 'he extent of the deflection, which is measured ON a
photographic plate or fluorescent screen.

interact with an applied DC magnctic field. and is more likely to align parallel than
antiparallel to the field. The overall net moment will be lower at highertemperatures;
more precisely, it is inversely proportional to the temperature, an effect called
“superparamagnctism.” When the interaction encrry between the magnetic moment
of a cluster and the applied magnetic field is greater than the vibrational energy. there
is no vibrational averaging, but because the clusters rotate. there is Some averaging.
This is called “locked moment magnetism.”

One of the most interesting observed properties of nanoparticles is that clusters
made up of nonmagnetic atoms can have a net magnetic moment. For example.
clusters of rhenium show a pronounced increase N their magnetic moment when
they contain less than 20 atoms. Figure 4.17 is a plot of the magnctic momcent versus
the size of the rhenium cluster. The magnetic moment is large when # is less than 15.

4.2.8. Bulk to Nanotransition

At what number of atoms does a cluster assume the properties of the bulk material?
In a cluster with less than 100 atoms, the amount of energy needed to ionize it, that
is, to remove an electron from the cluster, differs from the work function. The work
Function is the amount of energy needed to remove an electron from the bulk solid.
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Figure4.17. Plotof the magnetic moment per atom of rhenium nanoparticlesversus the number
of atoms in the particle. [Adapted from A. J. Cox et al., Phys. Rev. 849, 12295 (1994).]

Clusters of gold have been found to have the same melting point of bulk gold only
when they contain 1000 atoms or more. Figure 4.18 is a plot of the melting
temperature of gold nanoparticles versus the diameter of the particle. The average
separation of copper atoms in a copper cluster approaches the value of the bulk
material when the clusters have 100 atoms or more. In general, it appears that
different physical properties of clusters reach the characteristic values of the solid at
different cluster sizes. The size of the cluster where the transition to bulk behavior
occurs appears to depend on the property being measured.
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4.3. SEMICONDUCTING NANOPARTICLES

4.3.1. Optical Properties

Because of their role in quantum dots, nanoparticles made of the elements, which are
normal constituents of semiconductors, have been the subject of much study, with
particular emphasis on their electronic properties. The title of this section, “semi-
conducting nanoparticles,” is somewhat misleading. Nanoparticles made of cad-
mium, germanium, or silicon are not themselves semiconductors. A nanoparticle of
Si,, can be made by laser evaporation of a Si substrate in the region of a helium gas
pulse. The beam of neutral clusters is photolyzed by a UV laser producing ionized
clusters whose mass to charge ratio is then measured in a mass spectrometer. The
most striking property of nanoparticles made of semiconducting elements is the
pronounced changes in their optical properties compared to those of the bulk
material. There is a significant shift in the optical absorption spectra toward the blue
(shorter wavelength) as the particle size is reduced.

In a bulk semiconductor a bound electron—hole pair, called an exciton, can be
produced by a photon having an energy greater than that of the band gap of the
material. The band gap is the energy separation between the top filled energy level of
the valence band and the nearest unfilled level in the conduction band above it. The
photon excites an electron from the filled band to the unfilled band above. The result
is a hole in the otherwise filled valence band, which corresponds to an electron with
an effective positive charge. Because of the Coulomb attraction between the positive
hole and the negative electron, a bound pair, called an exciton, is formed that can
move through the lattice. The separation between the hole and the electron is many
lattice parameters. The existence of the exciton has a strong influence on the
electronic properties of the semiconductor and its optical absorption. The exciton
can be modeled as a hydrogen-like atom and has energy levels with relative spacings
analogous to the energy levels of the hydrogen atom but with lower actual energies,
as explained in Section 2.3.3. Light-induced transitions between these hydrogen-
like energy levels produce a series of optical absorptions that can be labeled by the
principal quantum numbers of the hydrogen energy levels. Figure 4.19 presents the
optical absorption spectra of cuprous oxide (Cu,0), showing the absorption spectra
due to the exciton. We are particularly interested in what happens when the sue of
the nanoparticle becomes smaller than or comparable to the radius of the orbit of
the electron—hole pair. There are two situations, called the weak-confinement and the
strong-confinement regimes. In the weak regime the particle radius is larger than the
radius of the electron-hole pair, but the range of motion of the exciton is limited,
which causes a blue shift of the absorption spectrum. When the radius of the particle
is smaller than the orbital radius of the electron—hole pair, the motion of the electron
and the hole become independent, and the exciton does not exist. The hole and the
electron have their own set of energy levels. Here there is also a blue shift, and the
emergence of a new set of absorption lines. Figure 4.20 shows the optical absorption
spectra of a CdSe nanoparticle at two different sizes measured at 10K. One can see
that the lowest energy absorption region, referred to as the absorption edge, is
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Figure 4.19. Optical absorption spectrum of hydrogen-like transitions of excitons in CuzO.
[Adaptedfrom P. W. Baumeister, Phys. Rev. 121, 359 (1961).]

shifted to higher energy as the particle size decreases. Since the absorption edge is
due to the band gap, this means that the band gap increases as particle size decreases.
Notice also that the intensity of the absorption increases as the particle size is
reduced. The higher energy peaks are associated with the exciton, and they shift to
higher energies with the decrease in particle size. These effects are a result of
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Figure 4.20. Optical absorption spectrum of CdSe for two nanoparticles having sizes 20A and
40 A, respectively. [Adapted from D. M. Mittleman, Phys. Rev. B49, 14435(1994).]
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the confinement of the exciton that was discussed above. Essentially, as the particle
size is reduced, the hole and the electron are forced closer together, and the
separation between the energy levels changes. This subject will be discussed in
greater detail in Chapter 9.

4.3.2. Photofragmentation

It has been observed that nanoparticles of silicon and germanium can undergo
fragmentation when subjected to laser light from a Q-switched Nd:YAG laser. The
products depend on the size of the cluster, the intensity of the laser light, and the
wavelength. Figure 4.21 shows the dependence of the cross section for photofrag-
mentation (a measure of the probability for breakup of the cluster) with 532 nm laser
light, versus the size of a Si fragment. One can see that certain sized fragments
are more likely to dissociate than others. Some of the fissions that have been
observed are

Si, +hv - si, +si, (4.4)
Si, *hv - Si, *+Si, (4.5)
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Figure4.21. Photodissociationcross section of silicon nanoparticlesversus number of atoms in
particle. [Adapted from L. Bloomfield et al., Phys. Rev. Lett. 54,2266 (1985).]
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where hv is a photon of light energy. Similar results have been obtained for ger-
manium nanoparticles. When the cluster size is greater than 30 atoms, the fragmen-
tation has been observed to occur explosively.

4.3.3. Coulombic Explosion

Multiple ionization of clusters causes them to become unstable, resulting in very
rapid high-energy dissociation or explosion. The fragment velocities from this pro-
cess are very high. The phenomena is called Coulombic explosion. Multiple ioniza-
tions of a cluster cause a rapid redistribution of the charges on the atoms of the
cluster, making each atom more positive. If the strength of the electrostatic repulsion
between the atoms is greater than the binding energy between the atoms, the atoms
will rapidly fly apart from each other with high velocities. The minimum number of
atoms N required for a cluster of charge Q to be stable depends on the kinds of
atoms, and the nature of the bonding between the atoms of the cluster. Table 4.2
gives the smallest size that is stable for doubly charged clusters of different types of
atoms and molecules. The table also shows that larger clusters are more readily
stabilized at higher degrees of ionizations. Clusters of inert gases tend to be larger
because their atoms have closed shells that are held together by much weaker forces
called van der Waalsforces.

The attractive forces between the atoms of the cluster can be overcome by the
electrostatic repulsion between the atoms when they become positively charged as a
result of photoionization. One of the most dramatic manifestations of Coulombic
explosion reported in the journal Nature is the observation of nuclear fusion in
deuterium clusters subjected to femtosecond laser pulses. A femtosecond is 10™"3
seconds. The clusters were made in the usual way described above, and then
subjected to a high-intensity femtosecond laser pulse. The fragments of the
dissociation have energies up to one million electron volts (MeV). When the

Table 4.2. Some examples of the smallest obtainable
multiply charged clusters of different kinds (smaller
clusters will explode)

Charge
Atom +2 +3 +4
Kr Kr3
Xe Xesy Xeqy4 Xeaos
CO, (CO2)44 (CO2)106 (CO2)2156
Si Sis
Au AU3

Pb Pb;
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deuterium fragments collide, they have sufficient energy to undergo nuclear fusion
by the following reaction:

D *+D = *He *neutron (4.6)

This reaction releases a neutron of 2.54 MeV energy. Evidence for the occurrence of
fusion is the detection of the neutrons using neutron scintillation detectors coupled to
photomultiplier tubes.

4.4. RARE GAS AND MOLECULAR CLUSTERS

4.4.1. Inert-Gas Clusters

Table 4.2 lists a number of different kinds of nanoparticles. Besides metal atoms and
semiconducting atoms, nanoparticles can be assembled from rare gases such as
krypton and xenon, and molecules such as water. Xenon clusters are formed by
adiabatic expansion of a supersonic jet of the gas through a small capillary into a
vacuum. The gas is then collected by a mass spectrometer, where it is ionized by an
electron beam, and its mass : charge ratio measured. As in the case of metals, there
are magic numbers, meaning that clusters having a certain number of atoms are more
stable than others. For the case of xenon, the most stable clusters occur at particles
having 13, 19, 25, 55, 71,87, and 147 atoms. Argon clusters have similar structural
magic numbers. Since the inert-gas atoms have filled electronic shells, their magic
numbers are structural magic numbers as discussed in Chapter 2. The forces that
bond inert-gas atoms into clusters are weaker than those that bond metals and
semiconducting atoms. Even though inert-gas atoms have filled electron shells,
because of the movement of the electrons about the atoms, they can have an
instantaneous electric dipole moment, P;. An electric dipole moment occurs when a
positive charge and a negative charge are separated by some distance. This dipole
produces an electric field 2P,/R* at another atom a distance R away. This, in turn,
induces a dipole moment, P,, on the second atom, 20P/R?, where o is called the
electronicpolarizability. Thus two inert-gas atoms will have an attractive potential

2P\P,  —4oP?

U(R) = R3 RS

@.7)

This is known as the van der Waalspotential, and it is effective at relatively large
separations of the atoms. As the two atoms get much closer together, there will be
repulsion between the electronic cores of each atom. Experimentally this has been
shown to have the form B/R'. Thus the overall interaction potential between two
inert-gas atoms has the form

(4.8)
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This is known as Lennard-Jones potential, and it is used to calculate the structure of
inert gas clusters. The force between the atoms arising from this potential is a
minimum for the equilibrium distance R, =(2B/C)"®, which is attractive for
larger separations and repulsive for smaller separations of the atoms. More generally,
it is weaker than the forces that bind metal and semiconducting atoms into clusters.

4.4.2. Superfluid Clusters

Clusters of “He and *He atoms formed by supersonic free-jet expansion of helium
gas have been studied by mass spectrometry, and magic numbers are found at cluster
sizes of N=7,10,14,23,30 for “He, and N=7,10,14,21,30 for *He. One of the
more unusual properties displayed by clusters is the observation of superfluidity in
He clusters having 64 and 128 atoms. Superfluidity is the result of the difference in
the behavior of atomic particles having half-integer spin, called fermions and
particles having integer spin called bosons. The difference between them lies in
the rules that determine how they occupy the energy levels of a system. Fermions
such as electrons are only allowed to have two particles in each energy level with
their spins oppositely aligned. Bosons on the other hand do not have this restriction.
This means as the temperature is lowered and more and more of the lower levels
become occupied bosons can all occupy the lowest level, whereas fermions will be
distributed in pairs at the lowest sequence of levels. Figure 4.22 illustrates the
difference. The case where all the bosons are in the lowest level is referred to as
Bose-Einstein condensation. When this occurs the wavelength of each boson is the
same as every other, and all of the waves are in phase.
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FERMIONS BOSONS

Figure 4.22. lllustration of how fermions and bosons distribute over the energy levels of a
system at high and low temperature.
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Figure 4.23. Specific heat versus temperature for liquid helium (solid line) and a liquid
consisting of clusters of 64 helium atoms (dark circles). The peak correspondsto the transition
to the superfluid state. [Adapted from P. Sindzingre, Phys. Rev. Lett. 63,1601 (1989).]

When boson condensation occurs in liquid He* at the temperature 2.2 K, called
the lambda point (4 point), the liquid helium becomes a superfluid, and its viscosity
drops to zero. Normally when a liquid is forced though a small thin tube, it moves
slowly because of friction with the walls, and increasing the pressure at one end
increases the velocity. In the superfluid state the liquid moves quickly through the
tube, and increasing the pressure at one end does not change the velocity. The
transition to the superfluid state at 2.2 K is marked by a discontinuity in the specific
heat known as the lambda transition. The specific heat is the amount of heat energy
necessary to raise the temperature of one gram of the material by 1K. Figure 4.23
shows a plot of the specific heat versus temperature for bulk liquid helium, and for a
helium cluster of 64 atoms, showing that clusters become superfluid at a lower
temperature than the bulk liquid of He atoms.

4.4.3. Molecular Clusters

Individual molecules can form clusters. One of the most common examples of this is
the water molecule. It has been known since the early 1970s, long before the
invention of the word nanoparticle, that water does not consist of isolated H,O
molecules. The broad Raman spectra of the O—H stretch of the water molecule in
the liquid phase at 3200-3600cm™' has been shown to be due to a number of
overlapping peaks arising from both isolated water molecules and water molecules
hydrogen-bonded into clusters. The H atom of one molecule forms a bond with the
oxygen atom of another. Figure 4.24 shows the structure of one such water cluster.
At ambient conditions 80% of water molecules are bonded into clusters, and as the



4.5. METHODS OF SYNTHESIS 97

Figure4.24. A hydrogen-bonded cluster of five water molecules. The large spheres are oxygen,
and the small spheres are hydrogen atoms.

temperature is raised, the clusters dissociate into isolated H,O molecules. In the
complex shown in Fig. 4.24 the H atom is not equidistant between the two oxygens.
Interestingly, it has been predicted that under 9 GPa of shock loading pressure a new
form of water might exist called symmetrically hydrogen-bonded water, where the H
atom is equally shared between both oxygens. It is possible that such water could
have properties different from those of normal water. There are other examples of
molecular clusters such as (NH3),*, (CO3)44 and (C4Hg)so.

4.5. METHODS OF SYNTHESIS

Earlier in the chapter we described one method of making nanoparticles using laser
evaporation in which a high intensity laser beam is incident on a metal rod, causing
atoms to be evaporated from the surface of the metal. These metal atoms are then
cooled into nanoparticles. There are, however, other ways to make nanoparticles, and
we will describe several of them.

45.1. RF Plasma

Figure 4.25 illustrates a method of nanoparticle synthesis that utilizes a plasma
generated by RF heating coils. The starting metal is contained in a pestle in an
evacuated chamber. The metal is heated above its evaporation point using high
voltage RF coils wrapped around the evacuated system in the vicinity of the pestle.
Helium gas is then allowed to enter the system, forming a high temperature plasma



98 PROPERTIES OF INDIVIDUAL NANOPARTICLES

COLLECTORROD. . =

~

L ~RF COILS

CONTAINER —
With METAL

| _ EVACUATED
CHAMBER

Figure 4.25. lllustration of apparatus for the synthesis of nanoparticlesusing an RF-produced
plasma.

in the region of the coils. The metal vapor nucleates on the He gas atoms and
diffuses up to a colder collector rod where nanoparticles are formed. The particles
are generally passivated by the introduction of some gas such as oxygen. In the case
of aluminum nanoparticles the oxygen forms a layer of aluminum oxide about the
particle.

45.2. Chemical Methods

Probably the most useful methods of synthesis in terms of their potential to be scaled
up are chemical methods. There are a number of different chemical methods that can
be used to make nanoparticles of metals, and we will give some examples. Several
types of reducing agents can be used to produce nanoparticles such as NaBEt;H,
LiBEt;H, and NaBH, where Et denotes the ethyl (-C,Hs) radical. For example,
nanoparticles of molybdenum (Mo) can be reduced in toluene solution with
NaBEt;H at room temperature, providing a high yield of Mo nanoparticles having
dimensions of 1-5nm. The equation for the reaction is

MoCl, +3NaBEt,;H = Mo *3NaCl +3BEt, +(3/2)H, 4.9)

Nanoparticles of aluminum have been made by decomposing Me,EtNAIH; in
toluene and heating the solution to 105°C for 2h (Me is methyl, <CH3). Titanium



45. METHODS OF SYNTHESIS 99

isopropoxide is added to the solution. The titanium acts as a catalyst for the reaction.
The choice of catalyst determines the size of the particles produced. For instance,
80-nm particles have been made using titanium. A surfactant such as oleic acid can
be added to the solution to coat the particles and prevent aggregation.

45.3. Thermolysis

Nanoparticles can be made by decomposing solids at high temperature having metal
cations, and molecular anions or metal organic compounds. The process is called
thermolysis. For example, small lithium particles can be made by decomposing
lithium azide, LiN;. The material is placed in an evacuated quartz tube and heated to
400°C in the apparatus shown in Fig. 4.26. At about 370°C the LiN; decomposes,
releasing N, gas, which is observed by an increase in the pressure on the vacuum
gauge. In a few minutes the pressure drops back to its original low value, indicating
that all the N, has been removed. The remaining lithium atoms coalesce to form
small colloidal metal particles. Particles less than 5nm can be made by this method.
Passivation can be achieved by introducing an appropriate gas.

The presence of these nanoparticles can be detected by electron paramagnetic
resonance (EPR) of the conduction electrons of the metal particles. Electron
paramagnetic resonance, which is described in more detail in Chapter 3, measures
the energy absorbed when electromagnetic radiation such as microwaves induces a
transition between the spin states m, split by a DC magnetic field. Generally the
experiment measures the derivative of the absorption as a function of an increasing
DC magnetic field. Normally because of the low penetration depth of the micro-
waves into a metal, it is not possible to observe the EPR of the conduction electrons.
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Figure 4.26. Apparatus used to make metal nanoparticles by thermally decomposing solids
consisting of metal cations and molecular anions, or metal organic solids. (F. J. Owens,
unpublished.)
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Figure 4.27. Electron paramagnetic resonance spectra at 300K (a) and 77K (b) arising from
conduction electrons in lithium nanoparticles formed from the thermal decomposition of LiNa.
(F. J. Owens, unpublished.)

However, in a collection of nanoparticles there is a large increase in surface area, and
the size is of the order of the penetration depth, so it is possible to detect the EPR
of the conduction electrons. Generally EPR derivative signals are quite symmetric,
but for the case of conduction electrons, relaxation effects make the lines very
asymmetric, and the extent of the asymmetry is related to the small dimensions of
the particles. This asymmetry is quite temperature dependent as indicated in Fig. 4.27,
which shows the EPR spectra of lithium particles at 300 and 77K that had been
made by the process described above. It is possible to estimate the size of the
particles from the g-factor shift and line width of the spectra.

45.4, Pulsed Laser Methods

Pulsed lasers have been used in the synthesis of nanoparticles of silver. Silver nitrate
solution and a reducing agent are flowed through a blenderlike device. In the blender
there is a solid disk, which rotates in the solution. The solid disk is subjected to
pulses from a laser beam creating hot spots on the surface of the disk. The apparatus
is illustrated in Fig. 4.28. Silver nitrate and the reducing agent react at these hot
spots, resulting in the formation of small silver particles, which can be separated
from the solution using a centrifuge. The size of the particles is controlled by the
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Figure4.28. Apparatus to make silver nanoparticlesusing a pulsed laser beam that creates hot
spots on the surface of a rotating disk. [Adapted from J. Singh, Mater. Today 2, 10 (2001).]

energy of the laser and the rotation speed of the disk. This method is capable of a
high rate of production of 2-3 g/min.

4.6. CONCLUSION

In this chapter a number of examples have been presented showing that the physical,
chemical, and electronic properties of nanoparticles depend strongly on the number
and kind of atoms that make up the particle. We have seen that color, reactivity,
stability, and magnetic behavior all depend on particle size. In some instances
entirely new behavior not seen in the bulk has been observed such as magnetism in
clusters that are constituted from nonmagnetic atoms. Besides providing new
research challenges for scientists to understand the new behavior, the results have
enormous potential for applications, allowing the design of properties by control of
particle size. It is clear that nanoscale materials can form the basis of a new class of
atomically engineered materials.
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CARBON
NANOSTRUCTURES

5.1. INTRODUCTION

This chapter is concerned with various nanostructures of carbon. A separate chapter
is devoted to carbon because of the important role of carbon bonding in the organic
molecules of life (see Chapter 12), and the unique nature of the carbon bond itself. It
is the diverse nature of this bond that allows carbon to form some of the more
interesting nanostructures, particularly carbon nanotubes. Possibly more than any of
the other nanostructures, these carbon nanotubes have enormous applications
potential which we will discuss in this chapter.

5.2. CARBON MOLECULES

5.2.1. Nature of the Carbon Bond

In order to understand the nature of the carbon bond it is necessary to examine the
electronic structure of the carbon atom. Carbon contains six electrons, which are
distributed over the lowest energy levels of the carbon atom. The structure is
designated as follows (1s)*, (2s), (2p), (2p,), (2p.) when bonded to atoms in
molecules. The lowest energy level 1s with the quantum number N = 1 contains two

Introduction to Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.
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electrons with oppositely paired electron spins. The electron charge distribution in
an s state is spherically symmetric about the nucleus. These Is electrons do not
participate in the chemical bonding. The next four electrons are in the N =2 energy
state, one in a spherically symmetric s orbital, and three in p, p,, and p, orbitals,
which have the very directed charge distributions shown in Fig. 5.1a, oriented
perpendicular to each other. This outer s orbital together with the three p orbitals
form the chemical bonds of carbon with other atoms. The charge distribution
associated with these orbitals mixes (or overlaps) with the charge distribution of each
other atom being bonded to carbon. In effect, one can view the electron charge
between the two atoms of a bond as the glue that holds the atoms together. On the
basis of this simple picture the methane molecule, CH4, might have the structure
shown in Fig. 5.1b, where the H—C bonds are at right angles to each other. However,

(a)

(v)

(c)

Figure5.1. (a) lllustrationof px, py, and p; orbitals of the carbon atom; (b) structure of methane
CH,4 assuming that the valence orbitals of carbon are pure py, p,, and p, orbitals; (c) actual
structure of CHy, which is explained by sp? hybridization.
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methane does not have this configuration; rather, it has the tetrahedral structure
shown in Fig. 5.1c, where the carbon bonds make angles of 109'28' with each other.
The explanation lies in the concept of hybridization. In the carbon atom the energy
separation between the 2s level and the 2p levels is very small, and this allows an
admixture of the 2s wavefunction with one or more of the 2p; wavefunctions. The
un-normalized wavefunction ¥ in a valence state can be designated by the ex-
pression

Y=s+/ip 3.

where p indicates an admixture of p; orbitals. With this hybridization the directions
of the p lobes and the angles between them changes. The angles will depend on the
relative admixture A of the p states with the s state. Three kinds of hybridization are
identified in Table 5.1, which shows the bond angles for the various possibilities,
which are 180°, 120°, and 109°28’ for the linear compound acetylene (H-C=C—H),
the planar compound ethylene (H,C=CH3,), and tetrahedral methane (CHy), respec-
tively. In general, most of the bond angles for carbon in organic molecules have
these values. For example, the carbon bond angle in diamond is 109°, and in graphite
and benzene it is 120°,

Solid carbon has two main structures called allotropic forms that are stable at
room temperature: diamond and graphite. Diamond consists of carbon atoms that are
tetrahedrally bonded to each other through sp® hybrid bonds that form a three-
dimensional network. Each carbon atom has four nearest-neighbor carbons. Graphite
has a layered structure with each layer, called a graphitic sheet, formed from
hexagons of carbon atoms bound together by sp® hybrid bonds that make 120°
angles with each other. Each carbon atom has three nearest-neighbor carbons in the
planar layer. The hexagonal sheets are held together by weaker van der Waals forces,
discussed in the previous chapter.

5.2.2. New Carbon Structures

Until 1964 it was generally believed that no other carbon bond angles were possible
in hydrocarbons, that is, compounds containing only carbon and hydrogen atoms. In
that year Phil Eaton of the University of Chicago synthesized a square carbon
molecule, CgHg, called cubane, shown in Fig. 5.2a. In 1983 L. Paquette of Ohio
State University synthesized a C,qH,o molecule having a dodecahedron shape,

Table 5.1. Types of sp" hybridization, the resulting bond angles, and examples of
molecules

Type of Hybridization Digonal sp Trigonal sp* Tetrahedral sp*
Orbitals used for bond Sy Px S Px, Py S, Px> Dys Pz
Example Acetylene C,H, Ethylene C,Hy4 Methane CH4
Value of A 1 21/ 3172

Bond angle 180" 120" 109°28’
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Figure 5.2. (a) Carbon cube structure of cubane CgHg and (b) carbon dodecahedron structure
Of C20H20.

shown in Fig. 5.2b, formed by joining carbon pentagons, and having C—C bond
angles ranging from 108° to 110". The synthesis of these hydrocarbon molecules
with carbon bond angles different from the standard hybridization values of Table
5.1 has important implications for the formation of carbon nanostructures, which
would also require different bonding angles.

5.3. CARBON CLUSTERS

5.3.1. Small Carbon Clusters

Laser evaporation of a carbon substrate using the apparatus shown in Fig. 4.2 in a
pulse of He gas can be used to make carbon clusters. The neutral cluster beam is
photoionized by a UV laser and analyzed by a mass spectrometer. Figure 5.3 shows



5.3.CARBON CLUSTERS 107

100
| 60
80 |- 15
. 19 70
< 60
[y
=
U:) B 23 50
[«]
40 3 80
i 90
20
40 l
) An
n 1 | 1 | 5 | 1 | L ] i
-0 20 40 60 80 . 100 120

Cluster Size N

Figure 5.3. Mass spectrum of carbon clusters. The Cgg and Cq fullerene peaks are evident.
(With permission from S. Sugano and H. Koizuni, in Microcluster Physics, Springer-Verlag,
Heidelberg, 1998.)

the typical mass spectrum data obtained from such an experiment. For the number of
atoms N less than 30, there are clusters of every N, although some are more
prominent than others. Calculations of the structure of small clusters by molecular
orbital theory show the clusters have linear or closed nonplanar monocyclic
geometries, as shown in Fig. 5.4. The linear structures that have sp hybridization
occur when N is odd, and the closed structures form when N is even. The open
structures with 3, 11, 15, 19, and 23 carbons have the usual bond angles and are
more prominent and more stable. The closed structures have angles between the
carbon bonds that differ from those predicted by the conventional hybridization
concept. Notice in Fig. 5.3 that there is a very large mass peak at 60. The explanation
of this peak and its structure earned a Nobel Prize.

5.3.2. Discovery of Cgp

The discovery of the existence of a soccer ball-like molecule containing 60 carbon
atoms was a somewhat fortuitous result of research on the nature of matter in outer
space involving studies of light transmission through interstellar dust, the small
particles of matter that fill the regions of outer space between stars and galaxies.
When light from a distant star passes through the cosmos and arrives on Earth, the
intensity of the light is reduced. This is referred to as optical extinction. It occurs
because of the absorption and scattering of the light from the interstellar dust lying in
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Figure5.4. Some examples of the structuresd small carbon clusters. [With permission from K.
Raghavacari et al., J. Chem. Phys. 87, 2191 (1987).]

the pathway of the light on its way to Earth. Scientists study this extinction by
measuring the intensity of light coming from the stars at different wavelengths, that
is, with different colors. When these studies were made, it was noted that there was
an increased extinction or absorption in the ultraviolet region at a wavelength of
220nm (5.6eV), which was attributed to light scattered from small particles of
graphite that were believed to be present in the regions between the stars. Figure 5.5
shows a plot of this extinction versus the photon energy. This explanation for the
optical extinction in the 220-nm region has been widely accepted by astronomers.

Donald Huffiman of the University of Arizona and Wolfgang Kratschmer of the
Max Planck Institute of Nuclear Physics in Heidelberg were not convinced of this
explanation, and decided to study the question further. Their approach was to
simulate the graphite dust in the laboratory and investigate light transmission
through it. They made smokelike particles by striking an arc between two graphite
electrodes in a helium gas environment, and then condensing the smoke on quartz
glass plates. Various spectroscopic methods such as infrared and Raman spectro-
scopy, which can measure the vibrational frequencies of molecules, were used to
investigate the condensed graphite. They did indeed obtain the spectral lines known
to arise from graphite, but they also observed four additional IR absorption bands
that did not originate from graphite, and they found this very puzzling.

Although a soccer ball-like molecule consisting of 60 carbon atoms with the
chemical formula Cge had been envisioned by theoretical chemists for a number of
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Figure5.5. Optical spectrum of light coming from stars in outer space. The peak at 5.6eV is due
to absorption from Cgo present in interstellardust. (With permissionfrom F. J. Owens and C. P.
Poole, in New Superconductors, Plenum Press, 1998.)

years, no evidence had ever been found for its existence. Many detailed properties of
the molecule had, however, been calculated by the theorists, including a prediction of
what the IR absorption spectrum of the molecule would look like. To the amazement
of Huffman and Kratschmer the four bands observed in the condensed “graphite”
material corresponded closely to those predicted for a Cgo molecule. Could the
extinction of UV light coming from stars be due to the existence of C¢o molecules?
To further verify this, the scientists studied the IR absorption spectrum using carbon
arcs made of the 1% abundant *C isotope, and compared it to their original
spectrum which arose from the usual *C isotope. It was well known that this change
in isotope would shift the IR spectrum by the square root of the ratio of the masses,
which in this case is

13\
(12> =1.041 (5.2)
corresponding to a shift of 4.1%. This is exactly what was observed when the
experiment was performed. The two scientists now had firm evidence for the
existence of an intriguing new molecule consisting of 60 carbon atoms bonded in
the shape of a sphere. Other experimental methods such as mass spectroscopy were
used to verify this conclusion, and the results were published in Nature in 1990.
Other research groups were also approaching the existence of the C4q molecule
by different methods, although ironically cosmological issues were also driving their
research. Harlod Kroto, a chemist from the University of Sussex in England, was
part of a team that had found evidence for the presence of long linear carbon chain
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molecules, like those shown in Fig. 5.4, in outer space. He was interested in how
these chains came to be, and had speculated that such molecules might be created in
the outer atmosphere of a type of star called a “red giant.” In order to test his
hypothesis, he wanted to re-create the conditions of the outer atmosphere of the star
in a laboratory setting to determine whether the linear carbon chains might be
formed. He knew that high-powered pulsed lasers could simulate the conditions of
hot carbon vapor that might exist in the outer surface of red giants. He contacted
Professor Richard Smalley of Rice University in Houston, who had built the
apparatus depicted in Fig. 4.2, to make small clusters of atoms using high-powered
pulsed lasers. In this experiment a graphite disk is heated by a high-intensity laser
beam that produces a hot vapor of carbon. A burst of helium gas then sweeps the
vapor out through an opening where the beam expands. The expansion cools the
atoms and they condense into clusters. This cooled cluster beam is then narrowed by
a skimmer and fed into a mass spectrometer, which is a device designed to measure
the mass of molecules in the clusters. When the experiment was done using a
graphite disk, the mass spectrometer yielded an unexpected result. A mass number
of 720 that would consist of 60 carbon atoms, each of mass 12, was observed.
Evidence for a Cg molecule had been found! Although the data from this
experiment did not give information about the structure of the carbon cluster, the
scientists suggested that the molecule might be spherical, and they built a geodesic
dome model of it.

5.3.3. Structure of Cgg and lIts Crystal

The Cg¢; molecule has been named fullerene after the architect and inventor R.
Buckminister Fuller, who designed the geodesic dome that resembles the structure of
Ceo. Originally the molecule was called buckminsterfullerene, but this name is a bit
unwieldy, so it has been shortened to fullerene. A sketch of the molecule is shown in
Fig. 5.6. It has 12 pentagonal (5sided) and 20 hexagonal (6sided) faces symme-
trically arrayed to form a molecular ball. In fact a soccer ball has the same geometric
configuration as fullerene. These ball-like molecules bind with each other in the
solid state to form a crystal lattice having a face centered cubic structure shown in
Fig. 5.7. In the lattice each Cgy, molecule is separated from its nearest neighbor by
1nm (the distance between their centers is 1nm), and they are held together by weak
forces called van der Waals forces that were discussed in the previous chapter.
Because Cg is soluble in benzene, single crystals of it can be grown by slow
evaporation from benzene solutions.

5.3.4. Alkali-Doped Cgg

In the face-centered cubic fullerene structure, 26% of the volume of the unit cell is
empty, so alkali atoms can easily fit into the empty spaces between the molecular
balls of the material. When Cg crystals and potassium metal are placed in evacuated
tubes and heated to 400°C, potassium vapor diffuses into these empty spaces to form
the compound K3Cg. The Cgq crystal is an insulator, but when doped with an alkali
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Figure 5.6. Structure of the Cgo fullerene molecule.

atom it becomes electrically conducting. Figure 5.7 shows the location of the alkali
atoms in the lattice where they occupy the two vacant tetrahedral sites and a larger
octahedral site per Cgo molecule. In the tetrahedral site the alkali atom has four
surrounding Cgo balls, and in the octahedral site there are six surrounding Cep

OCTAHEDRAL __
SITE ~_

4
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Figure 5.7. Crystal lattice unit cell of Cgo molecules (large spheres) doped with alkali atoms
(dark circles). [From F. J. Owens and C. P. Poole, Jr., The New Superconductors, Plenum,
1998.1
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molecules. When Cgo is doped with potassium to form K5Cso, the potassium atoms
become ionized to form Kt and their electrons become associated with the Cgg,
which becomes a Cqo”~ triply negative ion. Thus each Cg, has three extra electrons
that are loosely bonded to the Cgg, and can move through the lattice making Cgo
electrically conducting. In this case the Cgq is said to he electron-doped.

5.3.5. Superconductivity in Cgg

Superconductivity is a state of matter in which the resistance of a sample becomes
zero, and in which no magnetic field is allowed to penetrate the sample. The latter
manifests itself as a reduction of the magnetic susceptibility y of the sample to
= _1(in the MKS system). In 1991, when A. F. Hebard and his co-workers at Bell
Telephone Laboratories doped Cegg crystals with potassium by the methods described
above and tested them for superconductivity, to the surprise of all, evidence was
found for a superconducting transition at 18K. Figure 5.8 shows the drop in the
magnetization indicative of the presence of superconductivity. A new class of
superconducting materials had been found having a simple cubic structure and
containing only two elements. Not long after the initial report it was found that many
alkali atoms could he doped into the lattice, and the transition temperature increased
to as high as 33K in Cs;RbCgq. As the radius of the dopant alkali atom increases,
the cubic Cg lattice expands, and the superconducting transition temperature goes
up. Figure 5.9 is a plot of the transition temperature versus the lattice parameter.

It was mentioned above that graphite consists of parallel planar graphitic sheets of
carbon atoms. It is possible to put other atoms between the planes of these sheets, a
procedure called intercalation. When intercalated with potassium atoms, crystalline
graphite becomes superconducting at the extremely low temperature of a few tenths
of a kelvin.
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Figure 5.8. Magnetization versus temperature for K3Cgo showing the transition to the super-
conducting state. [Adapted from A. F. Hebard, Phys. Today29 (Nov. 1992).]
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5.3.6. Larger and Smaller Fullerenes

Larger fullerenes such as Cro, C7s, Cgo, and Cgq have also been found. A Cxg
dodecahedral carbon molecule has been synthesized by gas-phase dissociation of
C,oHBry3. C36Hy has also been made by pulsed laser ablation of graphite. A solid
phase of C,, has been identified in which the lattice consists of C,, molecules
bonded together by an intermediate carbon atom. One interesting aspect of the
existence of these smaller fullerenes is the prediction that they could be super-
conductors at high temperatures when appropriately doped.

5.3.7. Other Buckyballs

What about the possibility of buckyballs made of other materials such as silicon or
nitrogen? Researchers in Japan have managed to make cage structures of silicon.
However, unlike carbon atoms, pure silicon cannot form closed structures. The
researchers showed that silicon can form a closed structure around a tungsten atom
in the form of an hexagonal cage. Potential applications of such structures are
components in quantum computers, chemical catalysts, and new superconducting
materials. There are a number of molecular orbital calculations that predict closed
stable structures for other atoms. For example, the density functional method has
been used to demonstrate that an N,q cluster should be stable, with the predicted
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Figure 510. lllustration of predicted structure of the Npg molecule calculated by density
functional theory. (F. J. Owens, unpublished.)

dodecahedral structure shown in Fig. 5.10. The calculation also revealed that the
cluster would be a very powerful explosive, about 3 times more powerful than the
presently most energetic material. However N,, may be very difficult to synthesize.

5.4. CARBON NANOTUBES

Perhaps the more interesting nanostructures with large application potential are
carbon nanotubes. One can think of a carbon nanotube as a sheet of graphite rolled
into a tube with bonds at the end of the sheet forming the bonds that close the tube.
Figure 5.11a shows the structure of a tube formed by rolling the graphite sheet about
an axis parallel to C—C bonds. A single-walled nanotube (SWNT) can have a
diameter of 2nm and a length of 100um, making it effectively a one dimensional
structure called a nanowire.

5.4.1. Fabrication

Carbon nanotubes can be made by laser evaporation, carbon arc methods, and
chemical vapor deposition. Figure 5.12 illustrates the apparatus for making carbon
nanotubes by laser evaporation. A quartz tube containing argon gas and a graphite
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Figure 5.11. lllustration of some possible structures of carbon nanotubes, depending on how
graphite sheets are rolled: (a) armchair structure; (b) zigzag structure; (c)chiral structure.

target are heated to 1200°C. Contained in the tube, but somewhat outside the
furnace, is a water-cooled copper collector. The graphite target contains small
amounts of cobalt and nickel that act as catalytic nucleation sites for the formation
of the tubes. An intense pulsed laser beam is incident on the target, evaporating
carbon from the graphite. The argon then sweeps the carbon atoms from the high-
temperature zone to the colder copper collector on which they condense into
nanotubes. Tubes 10-20nm in diameter and 100pm long can be made by this
method.

Nanotubes can also be synthesized using a carbon arc. A potential of 20-25V is
applied across carbon electrodes of 5-20pum diameter and separated by 1mm at
500 torr pressure of flowing helium. Carbon atoms are ejected from the positive
electrode and form nanotubes on the negative electrode. As the tubes form, the length
of the positive electrode decreases, and a carbon deposit forms on the negative
electrode. To produce single-walled nanotubes, a small amount of cobalt, nickel, or
iron is incorporated as a catalyst in the central region of the positive electrode. If no
catalysts are used, the tubes are nested or multiwalled types (MWNT), which are
nanotubes within nanotubes, as illustrated in Fig. 5.13. The carbon arc method can
produce single-walled nanotubes of diameters 1-5nm with a length of 1um.
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Figure 5.12. Experimental arrangement for synthesizing carbon nanotubes by laser evapora-

tion.

The chemical vapor deposition method involves decomposing a hydrocarbon gas
such as methane (CH4) at 1100°C. As the gas decomposes, carbon atoms are
produced that then condense on a cooler substrate that may contain various catalysts
such as iron. This method produced tubes with open ends, which does not occur
when other methods are used. This procedure allows continuous fabrication, and

may be the most favorable method for scaleup and production.

MULTI WALLED CARBON NANO TUBES

Figure 5.13. lllustration of a nested nanotube in which one tube is inside the another.
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The mechanism of nanotube growth is not understood. Since the metal catalyst is
necessary for the growth of SWNTs, the mechanism must involve the role of the Co
or Ni atoms. One proposal referred to as the “scootter mechanism” suggests that
atoms of the metal catalyst attach to the dangling bonds at the open end of the tubes,
and that these atoms scoot around the rim of the tube, absorbing carbon atoms as
they arrive.

Generally when nanotubes are synthesized, the result is a mix of different kinds,
some metallic and some semiconducting. A group at IBM has developed a method
to separate the semiconducting from the metallic nanotubes. The separation was
accomplished by depositing bundles of nanotubes, some of which are metallic and
some semiconducting, on a silicon wafer. Metal electrodes were then deposited over
the bundle. Using the silicon wafer as an electrode, a small bias voltage was applied
that prevents the semiconducting tubes from conducting, effectively making them
insulators. A high voltage is then applied across the metal electrodes, thereby
sending a high current through the metallic tubes but not the insulating tubes. This
causes the metallic tubes to vaporize, leaving behind only the semiconducting tubes.

5.4.2. Structure

There are a variety of structures of carbon nanotubes, and these various structures
have different properties. Although carbon nanotubes are not actually made by
rolling graphite sheets, it is possible to explain the different structures by considera-
tion of the way graphite sheets might be rolled into tubes. A nanotube can be formed
when a graphite sheet is rolled up about the axis T shown in Fig. 5.14. The C,, vector
is called the circumferential vector, and it is at right angles to 7. Three examples of
nanotube structures constructed by rolling the graphite sheet about the 7' vector

Figure 5.14. Graphitic sheet showing the basis vectors a; and a; of the two-dimensional unit
cell, the axis vector T about which the sheet is rolled to generate the armchair structure nano-
tube sketched in Fig. 5.11a, and the circumferentialvector C, at right angles to T. Other orienta-
tions of Ton the sheet generate the zigzag and chiral structures of Figs. 5.11b and 5.11c,
respectively.



118 CARBON NANOSTRUCTURES

having different orientations in the graphite sheet are shown in Fig. 5.11. When Tis
parallel to the C—C bonds of the carbon hexagons, the structure shown in Fig. 5.11a
is obtained, and it is referred to as the "‘armchair'* structure. The tubes sketched in
Figs. 5.11b and 5.11c, referred to respectively as the zigzag and the chiral structures,
are formed by rolling about a T vector having different orientations in the graphite
plane, but not parallel to C—C bonds. Looking down the tube of the chiral structure,
one would see a spiraling row of carbon atoms. Generally nanotubes are closed at
both ends, which involves the introduction of a pentagonal topological arrangement
on each end of the cylinder. The tubes are essentially cylinders with each end
attached to half of a large fullerenelike structure. In the case of SWNTs metal
particles are found at the ends of the tubes, which is evidence for the catalytic role of
the metal particles in their formation.

5.4.3. Electrical Properties

Carbon nanotubes have the most interesting property that they are metallic or
semiconducting, depending on the diameter and chirality of the tube. Chirality refers
to how the tubes are rolled with respect to the direction of the Tvector in the graphite
plane, as discussed above. Synthesis generally results in a mixture of tubes two-
thirds of which are semiconducting and one-third metallic. The metallic tubes have
the armchair structure shown in Fig. 5.11a. Figure 5.15 is a plot of the energy gap of
semiconducting chiral carbon nanotubes versus the reciprocal of the diameter,
showing that as the diameter of the tube increases, the bandgap decreases. Scanning
tunneling microscopy (STM), which is described in Chapter 3, has been used to
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Figure 5.15. Plot of the magnitude of the energy band gap of a semiconducting, chiral carbon
nanotube versus the reciprocal of the diameter of the tube (10 A= 1nm). [Adaptedfrom M. S.
Dresselhaus et al., Molec. Mater. 4, 27 (1994).]
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investigate the electronic structure of carbon nanotubes. In this measurement the
position of the STM tip is fixed above the nanotube, and the voltage V between the
tip and the sample is swept while the tunneling current Z is monitored. The measured
conductance G =1/ Vis a direct measure of the local electronic density of states. The
density of states, discussed in more detail in Chapter 2, is a measure of how close
together the energy levels are to each other. Figure 5.16 gives the STM data plotted
as the differential conductance, which is (d1/dV)/(I/V), versus the applied voltage
between the tip and carbon nanotube. The data show clearly the energy gap in
materials at voltages where very little current is observed. The voltage width of this
region measures the gap, which for the semiconducting material shown on the
bottom of Fig. 5.16 is 0.7¢V.
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Figure 5.16. Plot of differential conductance (di/dV){l/ V) obtained from scanning tunneling
microscope measurements of the tunneling current of metallic (top figure) and semiconducting
(bottom figure) nanotubes. [With permissionfrom C. Dekker, Phys. Today 22 (May 1999).]
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At higher energies sharp peaks are observed in the density of states, referred to
as van Hove singularities, and are characteristic of low-dimensional conducting
materials. The peaks occur at the bottom and top of a number of subbands. As we
have discussed earlier, electrons in the quantum theory can be viewed as waves. If
the electron wavelength is not a multiple of the circumference of the tube, it will
destructively interfere with itself, and therefore only electron wavelengths that are
integer multiples of the circumference of the tubes are allowed. This severely limits
the number of energy states available for conduction around the cylinder. The
dominant remaining conduction path is along the axis of the tubes, making carbon
nanotubes function as one-dimensional quantum wires. A more detailed discussion
of quantum wires is presented later, in Chapter 9. The electronic states of the tubes
do not form a single wide electronic energy band, but instead split into one-
dimensional subbands that are evident in the data in Fig. 5.16. As we will see later,
these states can be modeled by a potential well having a depth equal to the length of
the nanotube.

Electron transport has been measured on individual single-walled carbon nano-
tubes. The measurements at a millikelvin (7=0.001 K) on a single metallic
nanotube lying across two metal electrodes show steplike features in the current—
voltage measurements, as seen in Fig. 5.17. The steps occur at voltages which
depend on the voltage applied to a third electrode that is electrostatically coupled to
the nanotube. This resembles a field effect transistor made from a carbon nanotube,
which is discussed below and illustrated in Fig. 5.2 1. The step like features in the -V
curve are due to single-electron tunneling and resonant tunneling through single
molecular orbitals. Single electron tunneling occurs when the capacitance of the
nanotube is so small that adding a single electron requires an electrostatic charging
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Figure 5.17. Plot of electron transport for two different gate voltages through a single metallic
carbon nanotube showing steps in the ~V curves. [With permission from C. Dekker, Phys.
Today22 (May 1999).]
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energy greater than the thermal energy kg7. Electron transport is blocked at low
voltages, which is called Coulomb blockade, and this is discussed in more detail in
Chapter 9 (Section 9.5). By gradually increasing the gate voltage, electrons can be
added to the tube one by one. Electron transport in the tube occurs by means of
electron tunneling through discrete electron states. The current at each step in Fig.
5.17 is caused by one additional molecular orbital. This means that the electrons in
the nanotube are not strongly localized, but rather are spatially extended over a large
distance along the tube. Generally in one-dimensional systems the presence of
a defect will cause a localization of the electrons. However, a defect in a nanotube
will not cause localization because the effect will be averaged over the entire tube
circumference because of the doughnut shape of the electron wavefunction.

In the metallic state the conductivity of the nanotubes is very high. It is estimated
that they can carry a billion amperes per square centimeter. Copper wire fails at one
million amperes per square centimeter because resistive heating melts the wire. One
reason for the high conductivity of the carbon tubes is that they have very few
defects to scatter electrons, and thus a very low resistance. High currents do not heat
the tubes in the same way that they heat copper wires. Nanotubes also have a very
high thermal conductivity, almost a factor of 2 more than that of diamond. This
means that they are also very good conductors of heat.

Magnetoresistance is a phenomenon whereby the resistance of a material is
changed by the application of a DC magnetic field. Carbon nanotubes display
magnetoresistive effects at low temperature. Figure 5.18 shows a plot of the
magnetic field dependence of the change in resistance AR of nanotubes at 2.3 and
0.35K compared to their resistance R in zero magnetic field. This is a negative
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Figure5.18. Effect of a DC magnetic field on the resistance of nanotubes at the temperatures of
0.35 and 2.3K. (Adapted from R. Saito, G. Dresselhaus, and M. S. Dresselhaus, Physical
Properties of Nanotubes, Imperial College Press, 1998.)
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magnetoresistance effect because the resistance decreases with increasing DC
magnetic field, so its reciprocal, the conductance G = 1/R, increases. This occurs
because when a DC magnetic field is applied to the nanotubes, the conduction
electrons acquire new energy levels associated with their spiraling motion about
the field. It turns out that for nanotubes these levels, called Landau levels, lie very
close to the topmost filled energy levels (the Fermi level). Thus there are more available
states for the electrons to increase their energy, and the material is more conducting.

5.4.4. Vibrational Properties

The atoms in a molecule or nanoparticle continually vibrate back and forth. Each
molecule has a specific set of vibrational motions, called normal modes of vibration,
which are determined by the symmetry of the molecule For example carbon dioxide
CO,, which has the structure O=C=0, is a bent molecule with three normal modes.
One mode involves a bending of the molecule. Another, called the symmetric
stretch, consists of an in-phase elongation of the two C=0 bonds. The asymmetric

Aqg 1650m™

Figure 5.19. lllustration of tvo nomal modes of vibration of carbon nanotubes
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stretch consists of out-of-phase stretches of the C=0 bond length, where one bond
length increases while the other decreases. Similarly carbon nanotubes also have
normal modes of vibration. Figure 5.19 illustrates two of the normal modes of
nanotubes. One mode, labeled 4., involves an “in and out” oscillation of the
diameter of the tube. Another mode, the £,, mode, involves a squashing of the tube
where it squeezes down in one direction and expands in the perpendicular direction
essentially oscillating between a sphere and an ellipse. The frequencies of these two
modes are Raman-active and depend on the radius of the tube. Figure 5.20 is a plot
of the frequency of the 4;, mode as a function of this radius. The dependence of this
frequency on the radius is now routinely used to measure the radius of nanotubes.

5.4.5. Mechanical Properties

Carbon nanotubes are very strong. If a weight Wis attached to the end of a thin wire
nailed to the roof of a room, the wire will stretch. The stress.S on the wire is defined
as the load, or the weight per unit cross-sectional area A of the wire:

W
S=x

(5.3)
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Figure 5.20. Plot of the frequency of the Raman A, vibrational normal mode versus the radius
of the nanotube. (10 A= 1nm). (Adaptedfrom R. Saito,G. Dresselhaus, and M. S. Dresselhaus,
Physical Properties of Nanotubes, Imperial College Press, 1998.)
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The strain e is defined as the amount of stretch AL of the wire per unit length L
e —=— (5.4)

where L is the length of the wire before the weight is attached. Hooke’s law says that
the increase in the length of the wire is proportional to the weight at the end of the
wire. More generally, we say stress S is proportional to strain e:

S =Ee (5.5)

The proportionality constant E =LW/4 AL is Young’s modulus, and it is a property
of a given material. It characterizes the elastic flexibility of a material. The larger the
value of Young’s modulus, the less flexible the material. Young’s modulus of steel is
about 30,000 times that of rubber. Carbon nanotubes have Young’s moduli ranging
from 1.28 to 1.8 TPa. One terapascal (TPa) is a pressure very close to 107 times
atmospheric pressure. Young’s modulus of steel is 0.21 TPa, which means that
Young’s modulus of carbon nanotubes is almost 10 times that of steel. This would
imply that carbon nanotubes are very stiff and hard to bend. However, this is not
quite true because they are so thin. The deflection D of a cylindrical hollow beam of
length L with a force F on the end and the inner and outer radii of »; and , ,has been
shown to be

FL?
D= 3E (5.6)
where | is the areal moment of inertia given by (¥ — #¥)/4, Since the wall
thickness of carbon nanotubes is about 0.34nm, 7} — # is very small, somewhat
compensating for the large value of E.

When carbon nanotubes are bent, they are very resilient. They buckle like straws
but do not break, and can be straightened back without any damage. Most materials
fracture on bending because of the presence of defects such as dislocations or grain
boundaries. Because carbon nanotubes have so few defects in the structure of their
walls, this does not occur. Another reason why they do not fracture is that as they are
bent severely, the almost hexagonal carbon rings in the walls change in structure but
do not break. This is a unique result of the fact that the carbon—carbon bonds are sp?
hybrids, and these sp? bonds can rehybridize as they are bent. The degree of change
and the amount of s-p admixture both depend on the degree of bending of the bonds.

Strength is not the same as stiffness. Young’s modulus is a measure of how stiff or
flexible a material is. Tensile strength is a measure of the amount of stress needed to
pull a material apart. The tensile strength of carbon nanotubes is about 45 billion
pascals. High-strength steel alloys break at about 2 billion pascals. Thus carbon
nanotubes are about 20 times stronger than steel. Nested nanotubes also have
improved mechanical properties, but they are not as good as their single-walled
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counterparts. For example, multi-walled nanotubes of 200 nm diameter have a tensile
strength of 0.007 TPa (i.e., 7 GPa) and a modulus of 0.6 TPa.

5.5. APPLICATIONS OF CARBON NANOTUBES

The unusual properties of carbon nanotubes make possible many applications
ranging from battery electrodes, to electronic devices, to reinforcing fibers, which
make stronger composites. In this section we describe some of the potential ap-
plications that researchers are now working on. However, for the application poten-
tial to be realized, methods for large-scale production of single-walled carbon
nanotubes will have to be developed. The present synthesis methods provide only
small yields, and make the cost of the tubes about $1500 per gram ($680,000 per
pound). On the other hand, large-scale production methods based on chemical
deposition have been developed for multiwalled tubes, which are presently available
for $60 per pound, and as demand increases, this price is expected to drop sig-
nificantly. The methods used to scale up the multiwalled tubes should provide the
basis for scaling up synthesis of single-walled nanotubes. Because of the enormous
application potential, it might be reasonable to hope that large-scale synthesis
methods will be developed, resulting in a decrease in the cost to the order of $10
per pound.

5.5.1. Field Emission and Shielding

When a small electric field is applied parallel to the axis of a nanotube, electrons are
emitted at a very high rate from the ends of the tube. This is called field emission.
This effect can easily be observed by applying a small voltage between two parallel
metal electrodes, and spreading a composite paste of nanotubes on one electrode. A
sufficient number of tubes will be perpendicular to the electrode so that electron
emission can be observed. One application of this effect is the development of flat
panel displays. Television and computer monitors use a controlled electron gun to
impinge electrons on the phosphors of the screen, which then emit light of the
appropriate colors. Samsung in Korea is developing a flat-panel display using the
electron emission of carbon nanotubes. A thin film of nanotubes is placed over
control electronics with a phosphor-coated glass plate on top. A Japanese company
is using this electron emission effect to make vacuum tube lamps that are as bright as
conventional light bulbs, and longer-lived and more efficient. Other researchers are
using the effect to develop a way to generate microwaves.

The high electrical conductivity of carbon nanotubes means that they will be poor
transmitters of electromagnetic energy. A plastic composite of carbon nanotubes
could provide lightweight shielding material for electromagnetic radiation. This is a
matter of much concern to the military, which is developing a highly digitized
battlefield for command, control, and communication. The computers and electronic
devices that are a part of this system need to be protected from weapons that emit
electromagnetic pulses.
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5.5.2. Computers

The feasibility of designing field-effecttransistors (FETs), the switching components
of computers, based on semiconducting carbon nanotubes connecting two gold
electrodes, has been demonstrated. An illustration of the device is shown in Fig.
5.21. When a small voltage is applied to the gate, the silicon substrate, current flows
through the nanotube between the source and the drain. The device is switched on
when current is flowing, and off when it is not. It has been found that a small voltage
applied to the gate can change the conductivity of the nanotube by a factor of
>1 x 10%, which is comparable to silicon field-effect transistors. It has been
estimated that the switching time of these devices will be very fast, allowing
clock speeds of a terahertz, which is 10* times faster than present processors. The
gold sources and drains are deposited by lithographic methods, and the connecting
nanotube wire is less than one nanometer in diameter. This small size should allow
more switches to be packed on a chip. It should be emphasized that these devices
have been built in the laboratory one at a time, and methods to produce them cheaply
in large scale on a chip will have to be developed before they can be used in
applications such as computers.

A major objective of computer developers is to increase the number of switches
on a chip. The approach to this is to use smaller-diameter interconnecting wires and
smaller switches, and to pack then more tightly on the chip. However, there are some
difficultiesin doing this with present metal interconnect wire and available switches.
As the cross section of a metal wire, such as copper, decreases, the resistance in-
creases, and the heat generated by current flowing in the wire increases. The heat can
reach such a value that it can melt or vaporize the wire. However, carbon nanotubes
with diameters of 2nm have extremely low resistance, and thus can carry large
currents without heating, so they could be used as interconnects. Their very high
thermal conductivity means that they can also serve as heat sinks, allowing heat to be
rapidly transferred away from the chip.

CARBON NANOTUBE
/
/
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INSULATING LAYER (SILICON DIOXIDE)

GATE (SILICON SUBSTRATE)

Figure 5.21. A schematic of a field-effect transistor made from a carbon nanotube.
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Figure 5.22. lllustration of the concept of @ computer switching device made from carbon
nanotubes. [Adapted from C. M. Lieber, Sci. Am., 59 (Sept. 2001).]

Another idea that is being pursued is to make a computer out of carbon
nanotubes. The computer would be an array of parallel nanotubes on a substrate.
Above this, but not touching the lower array and having a small separation from
them, are carbon nanotubes tubes oriented perpendicular to the tubes on the sub-
strate. Each tube would be connected to a metal electrode. Figure 5.22 illustrates the
concept. The crossing points would represent the switches of the computer. When
the tubes are not touching at the crossing points, the switch is off because the
resistance is high. In the ON state the tubes are in contact and have a low resistance.
The oN and OFF configurations can be controlled by the flow of current in the tubes.
The researchers estimate that 10'* switches could fit on a square centimeter chip.
Present Pentium chips have about 10® switches on them. The switching rate of such
devices is estimated to be about 100times faster than that of the present generation
of Intel chips. Ideally one would like to have semiconducting nanotubes on the
bottom and metallic nanotubes on the top. Then, when contact is made, there would
be a metal—semiconductor junction that allows current to flow in only one direction;
thus the junction is a rectifier.

55.3. Fuel Cells

Carbon nanotubes have applications in battery technology. Lithium, which is a
charge carrier in some batteries, can be stored inside nanotubes. It is estimated that
one lithium atom can be stored for every six carbons of the tube. Storing hydrogen in
nanotubes is another possible application, one that is related to the development of
fuel cells as sources of electrical energy for future automobiles. A fuel cell consists
of two electrodes separated by a special electrolytethat allows hydrogen ions, but not
electrons, to pass through it. Hydrogen is sent to the anode, where it is ionized. The
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Figure 5.23. An electrochemical cell used to inject hydrogen into carbon nanotubes. The cell
consists of an electrolytic solution of KOH with a negative electrode consisting of carbon
nanotube (CNT) paper. Application of a voltage between the electrodes causes the H* ion to
be attracted to the negative electrode. (Z. Igbal, unpublished.)

freed electrons travel through an external circuit wire to the cathode. The hydrogen
ions diffise through the electrolyte to the cathode, where electrons, hydrogen, and
oxygen combine to form water. The system needs a source of hydrogen. One
possibility is to store the hydrogen inside carbon nanotubes. It is estimated that to be
useful in this application, the tubes need to hold 6.5% hydrogen by weight. At
present only about 4% hydrogen by weight has been successfully put inside the
tubes.

An elegant method to put hydrogen into carbon nanotubes employs the electro-
chemical cell sketched in Fig. 5.23. Single-walled nanotubes in the form of paper are
the negative electrode in a KOH electrolyte solution. A counterelectrode consists of
Ni(OH),. The water of the electrolyte is decomposed into positive hydrogen ions
(H*) that are attracted to the negative SWNT electrode. The presence of hydrogen
bonded to the tubes is indicated by a decrease in the intensity of a Raman-active
vibration, as indicated in Fig. 5.24, which shows the Raman spectrum before and
after the material is subjected to the electrochemical process.

5.5.4. Chemical Sensors

A field-effect transistor similar to the one shown in Fig. 5.21 made of the chiral
semiconducting carbon nanotubes has been demonstrated to be a sensitive detector
of various gases. The transistor was placed in a 500 ml flask having electrical feed
throughs and inlet and outlet valves to allow gases to flow over the carbon nanotubes
of the FET. Two to 200 parts per million of NO, flowing at a rate of 700 ml/min for
10 min caused a threefold increase in the conductance of the carbon nanotubes.
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Figure 5.24. Raman spectrum of carbon nanotubes with peak intensity at 2667 cm™~" recorded
before (pristine) and after (charged) treatment in the electrochemical cell sketched in Fig. 5.23.
(From Z. Igbal, unpublished.)

Figure 5.25 shows the current-voltage relationship before and after exposure to
NO,. These data were taken for a gate voltage of 4 V. The effect occurs because when
NGO, bonds to the carbon nanotube, charge is transferred from the nanotube to the
NO,, increasing the hole concentration in the carbon nanotube and enhancing the
conductance.

The frequency of one of the normal-mode vibrations of the nanotubes, which
gives a very strong Raman line, is also very sensitive to the presence of other
molecules on the surface of the tubes. The direction and the magnitude of the shift
depend on the kind of molecule on the surface. This effect could also be the basis of
a chemical gas sensor employing nanotubes.

5.5.5. Catalysis

A catalytic agent is a material, typically a metal or alloy, that enhances the rate of a
reaction between chemicals. Nanotubes serve as catalysts for some chemical
reactions. For example, nested nanotubes with ruthenium metal bonded to the
outside have been demonstrated to have a strong catalytic effect in the hydrogenation
reaction of cinnamaldehyde (CsHsCH=CHCHO) in the liquid phase compared with
the effect when the same metal Ru is attached to other carbon substrates. Chemical
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Figure 5.25. Plot of current versus voltage for carbon nanotube field effect transistor before
(line @) and after (line b) exposure to NO, gas. These data were taken for a 4V gate voltage.
[Adaptedfrom J. Kong et al., Science 287, 622 (2000).]

reactions have also been carried out inside nanotubes, such as the reduction of nickel
oxide NiO to the base metal Ni, and the reduction of AICl; to its base metal Al. A
stream of hydrogen gas H, at 475°C partially reduces MoO; to MoO,, with the
accompanying formation of steam H,O, inside multiwalled nanotubes. Cadmium
sulfide (CdS) crystals have been formed inside nanotubes by reacting cadmium
oxide (CdO) crystals with hydrogen sulfide gas (H,S) at 400°C.

5.5.6. Mechanical Reinforcement

The use of long carbon fibers such as polyacrylonitrile (PAN) is an established
technology to increase the strength of plastic composites. PAN has a tensile strength
in the order of 7 Gpa and can have diameters of 1-10 pm. The use of this fiber for
reinforcement requires developing methods to have the fibers preferentially oriented
and uniformly dispersed in the material. The fiber must be able to survive the
processing conditions. Important parameters in determining how effective a fiber is
in increasing the strength of a composite are the tensile strength of the fiber and the
length : diameter ratio, as well as the ability of the fiber to bind to the matrix.
Because of their high tensile strength and large length :diameter ratios, carbon
nanotubes should be excellent materials for composite reinforcement. Some preli-
minary work has been done in this area. Work at General Motors Research and
Development Center has shown that adding to polypropylene 11.5% by weight of
nested carbon nanotubes having an 0.2um diameter approximately doubled the
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tensile strength of the polypropylene. A study at the University of Tokyo showed that
incorporation of 5% by volume of nanotubes in aluminum increased the tensile
strength by a factor of 2 compared to pure aluminum subjected to the same
processing. The composites were prepared by hot pressing and hot extrusion.
Aluminum powder and carbon nanotubes were mixed and heated to over 800K in
avacuum, and then compressed with steel dies. After this the melt was extruded into
rods. This work is very important in that it demonstrates that the carbon nanotubes
can be put into aluminum, and are chemically stable through the necessary pro-
cessing. The researchers believe a substantial increase in the tensile strength can be
achieved by producing a more homogenous and an aligned distribution of nanotubes
in the material. Theoretical estimates suggest that with optimum fabrication a 10%
volume fraction of nanotubes should increase the tensile strength by a factor of 6.

However, the possibility that nanotube walls slide with respect to each other in
MWNTs, or that individual SWNTs slip in the bundles of tubes, may mean that the
actual strengths that are obtainable will be less than expected. The atomically smooth
surfaces of nanotubes may mean that they will not have strong interface interactions
with the material being reinforced. On the other hand, carbon nanotubes have been
shown to form strong bonds with iron which is the main constituent of steel,
suggesting the possibility that nanotubes could be used to increase the tensile
strength of steel. Figure 5.26 shows the results of a calculation of the tensile strength
of steel versus volume fraction of SWNTs having a 10nm diameter and a 100um
length using a formula called the Kelly-Tyson equation. The calculation predicts that
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Figure5.26. Tensile strength of steel versus volume fraction of carbon nanotubescalculated by
the Kelly—Tyson formula. The nanotubes were 100 um long and 10 nm in diameter.
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the tensile strength of steel could be increased by 7 times if the steel had 30% by
weight of oriented carbon nanotubes in it. While all of these results are promising,
there is much work to be done in this area, particularly in developing methods to
incorporate the tubes into plastics and metals. This particular application, like some
of the applications discussed earlier, will, of course, require inexpensive bulk
fabrication of nanotubes.
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BULK NANOSTRUCTURED
MATERIALS

In this chapter the properties of bulk nanostructured materials are discussed. Bulk
nanostructured materials are solids having a nanosized microstructure. The basic
units that make up the solids are nanoparticles. The nanoparticles can be disordered
with respect to each other, where their symmetry axes are randomly oriented
and their spatial positions display no symmetry. The particles can also be ordered
in lattice arrays displaying symmetry. Figure 6.la illustrates a hypothetical
two-dimensional ordered lattice of Aly, nanoparticles, and Fig. 6.1b shows a two-
dimensional bulk disordered nanostructure of these same nanoparticles.

6.1. SOLID DISORDERED NANOSTRUCTURES

6.1.1. Methods of Synthesis

In this section we will discuss some of the ways that disordered nanostructured
solids are made. One method is referred to as compaction and consolidation. As an
example of such a process, let us consider how nanostructured Cu-Fe alloys are
made. Mixtures of iron and copper powders having the composition FegsCu;s are
ballmilled for 15h at room temperature. The material is then compacted using a

Introduction to Nanotechnology,by Charles P. Poole Jr. and Frank J. Owens
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.
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Figure6.1. (a) lllustration of a hypotheticaltwo-dimensional square lattice of Aly» particles, and
(b) illustration of a two-dimensional bulk solid of Al;» where the nanopatrticles have no ordered
arrangement with respect to each other.

tungsten—carbide die at a pressure of 1GPa for 24 h. This compact is then subjected
to hot compaction for 30 min at temperatures in the vicinity of 400°C and pressure
up to 870MPa. The final density of the compact is 99.2% of the maximum possible
density. Figure 6.2 presents the distribution of grain sizes in the material showing
that it consists of nanoparticles ranging in size from 20 to 70 nm, with the largest
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Figure 6.2. Distribution of sizes of Fe—Cu nanoparticles made by hot compaction methods
described in the text. [Adapted from L. He and E. Ma, J. Mater. Res. 15, 904 (2000).]

number of particles having 40 nm sizes. Figure 6.3 shows a stress—strain curve for
this case. Its Young's modulus, which is the slope of the curve in the linear region,
is similar to that of conventional iron. The deviation from linearity in the stress—
strain curve shows there is a ductile region before fracture where the material
displays elongation. The data show that fracture occurs at 2.8 GPa which is about
5 times the fracture stress of iron having larger grain sizes, ranging from 50 to
150um. Significant modifications of the mechanical properties of disordered bulk
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Figure 6.3. Stress—strain curve for bulk compacted nanostructured Fe—Cu material, showing
fracture at a stress of 2.8 GPa. [Adapted from L. He and E. Ma, J. Mater. Res. 15, 904 (2000).]
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materials having nanosized grains is one of the most important properties of such
materials. Making materials with nanosized grains has the potential to provide
significant increases in yield stress, and has many useful applications such as
stronger materials for automobile bodies. The reasons for the changes in mechanical
properties of nanostructured materials will be discussed below.

Nanostructured materials can be made by rapid solidification. One method
illustrated in Fig. 6.4 is called “chill block melt spinning.” RF (radiofrequency)
heating coils are used to melt a metal, which is then forced through a nozzle to form
a liquid stream. This stream is continuously sprayed over the surface of a rotating
metal drum under an inert-gas atmosphere. The process produces strips or ribbons
ranging in thickness from 10 to 100pum. The parameters that control the nano-
structure of the material are nozzle size, nozzle-to-drum distance, melt ejection
pressure, and speed of rotation of the metal drum. The need for light weight, high
strength materials has led to the development of 85-94% aluminum alloys with other
metals such as 'Y, Ni, and Fe made by this method. A melt spun alloy of Al-Y-Ni-Fe
consisting of 10-30-nm Al particles embedded in an amorphous matrix can have a
tensile strength in excess of 1.2GPa. The high value is attributed,to the presence of
defect free aluminum nanoparticles. In another method of making nanostructured

Gas pressure

Heating coils O

ribbon

rotating wheel

Figure 6.4. lllustration of the chill block melting apparatus for producing nanostructured
materials by rapid solidification on a rotating wheel. (With permissionfrom |. Chang, in Handbook
of Nanostructured Materials and Nanotechnology,H. S. Nalwa, ed., Academic Press, San Diego,
2000, Vol. 1, Chapter 11, p. 501.)
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Figure 6.5. lllustration of apparatus for making droplets of metal nanoparticles by gas atomiza-
tion. (With permission from I. Chang, in Handbook of Nanostructured Materials and Nanotech-
nology, H. S. Nalwa, ed., Academic Press, San Diego, 2000, Vol. 1, Chapter 11, p. 501.)

materials, called gas atomization, a high-velocity inert-gas beam impacts a molten
metal. The apparatus is illustrated in Fig 6.5. A fine dispersion of metal droplets is
formed when the metal is impacted by the gas, which transfers kinetic energy to the
molten metal. This method can be used to produce large quantities of nanostructured
powders, which are then subjected to hot consolidation to form bulk samples.

Nanostructured materials can be made by electrodeposition. For example, a sheet
of nanostructured Cu can be fabricated by putting two electrodes in an electrolyte of
CuS04 and applying a voltage between the two electrodes. A layer of nanostructured
Cu will be deposited on the negative titanium electrode. A sheet of Cu 2mm thick
can be made by this process, having an average grain size of 27 nm, and an enhanced
yield strength of 119MPa.

6.1.2. Failure Mechanisms of Conventional Grain-Sized Materials

In order to understand how nanosized grains effect the bulk structure of materials, it
is necessary to discuss how conventional grain-sized materials fail mechanically.
A brittle material fractures before it undergoes an irreversible elongation. Fracture
occurs because of the existence of cracks in the material. Figure 6.6 shows an
example of a crack in a two-dimensional lattice. A “crack” is essentially a region of
a material where there is no bonding between adjacent atoms of the lattice. If such a
material is subjected to tension, the crack interrupts the flow of stress. The stress
accumulates at the bond at the end of the crack, making the stress at that bond very
high, perhaps exceeding the bond strength. This results in a breaking of the bond at
the end of the crack, and a lengthening of the crack. Then the stress builds up on the
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Figure 6.6. A crack in a two-dimensional rectangular lattice.

next bond at the bottom of the crack and it breaks. This process of crack propagation
continues until eventually the material separates at the crack. A crack provides a
mechanism whereby a weak external force can break stronger bonds one by one.
This explains why the stresses that induce fracture are actually weaker than the
bonds that hold the atoms of the metal together. Another kind of mechanical failure,
is the brittle-to-ductile transition, where the stress—strain curve deviates from lin-
earity, as seen in Fig. 6.3. In this region the material irreversibly elongates before
fracture. When the stress is removed after the brittle to ductile transition the material
does not return to its original length. The transition to ductility is a result of another
kind of defect in the lattice called a dislocation. Figure 6.7 illustrates an edge
dislocation in a two-dimensional lattice. There are also other kinds of dislocations
such as a screw dislocation. Dislocations are essentially regions where lattice
deviations from a regular structure extend over a large number of lattice spacings.
Unlike cracks, the atoms in the region of the dislocation are bonded to each other,
but the bonds are weaker than in the normal regions. In the ductile region one part of
the lattice is able to slide across an adjacent part of the lattice. This occurs between
sections of the lattice located at dislocations where the bonds between the atoms

Figure 6.7. An edge dislocation in a two-dimensional rectangular lattice.
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along the dislocation are weaker. One method of increasing the stress at which the
brittle-to-ductile transition occurs is to impede the movement of the dislocations by
introducing tiny particles of another material into the lattice. This process is used to
harden steel, where particles of iron carbide are precipitated into the steel. The iron
carbide particles block the movement of the dislocations.

6.1.3. Mechanical Properties

The intrinsic elastic modulus of a nanostructured material is essentially the same as
that of the bulk material having micrometer-sized grains until the grain size becomes
very small, less than 5nm. As we saw in Chapter 5, Young’s modulus is the factor
relating stress and strain. It is the slope of the stress—strain curve in the linear region.
The larger the value of Young’s modulus, the less elastic the material. Figure 6.8 is a
plot of the ratio of Young’s modulus E in nanograined iron, to its value in con-
ventional grain-sized iron Ey, as a function of grain size. We see from the figure
that below ~20 nm, Young’s modulus begins to decrease from its value in conven-
tional grain-sized materials.

The yield strength o, of a conventional grain-sized material is related to the grain
size by the Hall-Petch equation

0, =0, +Kd~"? (6.1)

1-1 TTITTT T T T T I T Iy T T[T T TT R T oT T TTT

1.05
0.95

0.9

E/E,

0.85

—_—
~a

0.8

0.75

vl oy e e e b lagaa b g ey

ITTT}—I-L.LI_IIIII]IIII||III|T1I|[|III|l||

0_711||||||lI||1||||||||||||||||l||||l|||||||||||1|1'
0O 10 20 30 40 50 60 70 80 90 100

GRAIN SIZE (nm)

Figure 6.8. Plot of the ratio of Young’'s modulus E in nanograin iron to its value Ep in
conventional granular iron as a function of grain size.
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where o, is the frictional stress opposing dislocation movement, K is a constant, and
d is the grain size in micrometers. Hardness can also be described by a similar
equation. Figure 6.9 plots the measured yield strength of Fe—Co alloys as a function
of /%) showing the linear behavior predicted by Eq. (6.1). Assuming that the
equation is valid for nanosized grains, a bulk material having a 50-nm grain size
would have ayield strength of 4.14GPa. The reason for the increase in yield strength
with smaller grain size is that materials having smaller grains have more grain
boundaries, blocking dislocation movement. Deviations from the Hall-Petch beha-
vior have been observed for materials made of particles less than 20 nm in size. The
deviations involve no dependence on particle size (zero slope) to decreases in
yield strength with particle size (negative slope). It is believed that conventional
dislocation-based deformation is not possible in bulk nanostructured materials with
sizes less than 30 nm because mobile dislocations are unlikely to occur. Examination
of small-grained bulk nanomaterials by transmission electron microscopy during
deformation does not show any evidence for mobile dislocations.

Most bulk nanostmctured materials are quite brittle and display reduced ductility
under tension, typically having elongations of a few percent for grain sizes less than
30nm. For example, conventional coarse-grained annealed polycrystalline copper is
very ductile, having elongations of up to 60%. Measurements in samples with grain
sizes less than 30 nm vyield elongations no more than 5%. Most of these measure-
ments have been performed on consolidated particulate samples, which have large
residual stress, and flaws due to imperfect particle bonding, which restricts disloca-
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Figure 6.9. Yield strength of Fe—Co alloys versus 1/d"/?, where d is the size of the grain.
[Adapted from C.-H. Shang et al., J. Mater. Res. 15, 835 (2000).]
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tion movement. However, nanostructured copper prepared by electrodeposition
displays almost no residual stress and-has elongations up to 30% as shown in
Fig. 6.10. These results emphasize the importance of the choice of processing
procedures, and the effect of flaws and microstructure on measured mechanical
properties. In general, the results of ductility measurements on nanostructured bulk
materials are mixed because of sensitivity to flaws and porosity, both of which
depend on the processing methods.

6.1.4. Nanostructured Multilayers

Another kind of bulk nanostructure consists of periodic layers of nanometer
thickness of different materials such as alternating layers of TiN and NbN. These
layered materials are fabricated by various vapor-phase methods such as sputter
deposition and chemical vapor-phase deposition. They can also be made by
electrochemical deposition, which is discussed in Section 6.1.1. The materials
have very large interface area densities. This means that the density of atoms on
the planar boundary between two layers is very high. For example, a square
centimeter of a 1-um-thick multilayer film having layers of 2 nm thickness has an
interface area of 1000cm®. Since the material has a density of about 6.5 g/cm’, the
interface area density is 154m?/g, comparable to that of typical heterogeneous
catalysts (see Chapter 10). The interfacial regions have a strong influence on the
properties of these materials. These layered materials have very high hardness,
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Figure 6.10. Stress-strain curve of nanostructured copper prepared by electrodeposition.
[Adaptedfrom L. Lu et al., J. Mater. Res. 15, 270 (2000).]
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Figure6.11. Plot of the hardness of TiN/NbN multilayer materials as a function of the thickness
of the layers. (Adapted from B. M. Clemens, MRS Bulletin, Feb. 1999,p. 20.)

which depends on the thickness of the layers, and good wear resistance. Hardness is
measured using an indentation load depth sensing apparatus which is commercially
available, and is called a nanoindenter. A pyramidal diamond indenter is pressed into
the surface of the material with a load, L(#) and the displacement of the tip is
measured. Hardness is defined as L{%)/A(k) where A(h) is the area of the indentation.
Typically measurements are made at a constant load rate of —20mN/s.

Figure 6.11 shows a plot of the hardness of a TiN/NbN nanomultilayered
structure as a function of the bilayer period (or thickness) of the layers, showing
that as the layers get thinner in the nanometer range there is a significant en-
hancement of the hardness until ~30 nm, where it appears to level off and become
constant. It has been found that a mismatch of the crystal structures between the
layers actually enhances the hardness. The compounds TiN and NbN both have the
same rock salt or NaCl structure with the respective lattice constants 0.4235 and
0.5151nm, so the mismatch between them is relatively large, as is the hardness.
Harder materials have been found to have greater differences between the shear
modulus of the layers. Interestingly, multilayers in which the alternating layers have
different crystal structures were found to be even harder. In this case dislocations
moved less easily between the layers, and essentially became confined in the layers,
resulting in an increased hardness.

6.1.5. Electrical Properties

For a collection of nanoparticles to be a conductive medium, the particles must be in
electrical contact. One form of a bulk nanostructured material that is conducting
consists of gold nanoparticles connected to each other by long molecules. This
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network is made by taking the gold particles in the form of an aerosol spray and
subjecting them to a fine mist of a thiol such as dodecanethiol RSH, where R is
Ci»Hjs. These alkyl thiols have an end group —SH that can attach to a methyl
—CHj, and a methylene chain 8-12 units long that provides steric repulsion between
the chains. The chainlike molecules radiate out from the particle. The encapsulated
gold particles are stable in aliphatic solvents such as hexane. However, the addition
of a small amount of dithiol to the solution causes the formation of a three-
dimensional cluster network that precipitates out of the solution. Clusters of particles
can also be deposited on flat surfaces once the colloidal solution of encapsulated
nanoparticles has been formed. In-plane electronic conduction has been measured in
two-dimensional arrays of 500-nm gold nanoparticles connected or linked to each
other by conjugated organic molecules. A lithographically fabricated device allow-
ing electrical measurements of such an array is illustrated in Fig. 6.12. Figure 6.13
gives a measurement of the current versus voltage for a chain without (line a) and
with (line b) linkage by a conjugated molecule. Figure 6.14 gives the results of a
measurement of a linked cluster at a number of different temperatures. The
conductance G, which is defined as the ratio of the current I, to the voltage 7] is
the reciprocal of the resistance: R=V//=1/G. The data in Fig. 6.13 show that
linking the gold nanoparticles substantially increases the conductance. The tempera-
ture dependence of the low-voltage conductance is given by

—E
G=0G, exp<ﬁ) (6.2)
B

where E is the activation energy. The conduction process for this system can be
modeled by a hexagonal array of single-crystal gold clusters linked by resistors,
which are the connecting molecules, as illustrated in Fig. 6.15. The mechanism of

Cluster arra
Metal contacts}

. 2 SiO, window
i ; (Transparent to TEM)

Figure 6.12. Cross-sectional view of a lithographically fabricated device to measure the
electrical conductivity in a two-dimensional array of gold nanoparticles linked by molecules.
(With permission from R. P Andres et al., in Handbook of Nanostructured Materials and
Nanotechnology, H. S. Nalwa, ed., Academic Press, San Diego, 2000, Vol. 3, Chapter 4, p. 217.
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Figure 6.13. Room-temperature current-voltage relationship for a two-dimensional cluster
array: without linkage (line a) and with the particles linked by a (CN)2.C4gH;2 molecule (line b).
[Adaptedfrom D. James et al., Superiatt. Microstruct. 18,275 (1995).]
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Figure6.14. Measuredcurrent-voltage relationshipfor a two-dimensionallinked cluster array at
the temperatures of 85, 140, and 180K. [Adapted from D. James et al., Superlaff. Microstruct.
18, 275 (1995).]
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Figure 6.15. Sketch of a model to explain the electrical conductivity in an ideal hexagonal array
of single-crystal gold clusters with uniform intercluster resistive linkage provided by resistors
connecting the molecules. (With permission from R. P. Andres et al., in Handbook of Nanos-
tructured Materials and Nanotechnology,H. S. Nalwa, ed., Academic Press, San Diego, 2000,
Vol. 3, Chapter 4, p. 221.)

conduction is electron tunneling from one metal cluster to the next. Section 9.5 (of
Chapter 9) discusses a similar case for smaller gold nanoparticles.

The tunneling process is a quantum-mechanical phenomenon where an electron
can pass through an energy barrier larger than the kinetic energy of the electron.
Thus, if a sandwich is constructed consisting of two similar metals separated by a
thin insulating material, as shown in Fig. 6.16a, under certain conditions an electron
can pass from one metal to the other. For the electron to tunnel from one side of the
junction to the other, there must be available unoccupied electronic states on the
other side. For two identical metals at 7= 0K, the Fermi energies will be at the same
level, and there will be no states available, as shown in Fig. 6.16b, and tunneling
cannot occur. The application of a voltage across the junction increases the
electronic energy of one metal with respect to the other by shifting one Fermi
level relative to the other. The number of electrons that can then move across the
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Figure 6.16. (a) MetaHnsulato—metal junction; (b) density of states of occupied levels and
Fermilevel before a voltage is applied to the junction; (c) density of states and Fermi level after
application of a voltage. Panels (b) and (c) plot the energy vertically and the density of states
horizontally, as indicated at the bottom of the figure. Levels above the Fermi level that are not
occupied by electrons are not shown.

junction from left to right (Fig. 6.16¢) in an energy interval dE is proportional to
the number of occupied states on the left and the number of unoccupied states on the
right, which is

NI(E — eV)f(E — eV)[N(E)(1 — f(E))] (6.3)

where N, is the density of states in metal |, N, is the density of states in metal 2, and
S(E) is the Fermi—Dirac distribution of states over energy, which is plotted in Fig.
9.8. The net flow of current 7/ across the junction is the difference between the
currents flowing to the right and the left, which is

I =K JNI(E — eVINL(E) f(E —eV) — f(E)|dE (6.4)

where K is the matrix element, which gives the probability of tunneling through the
barrier. The current across the junction will depend linearly on the voltage. If the
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density of states is assumed constant over an energy-range eV (electron volt), then
for small Vand low 7, we obtain

I = KN\ (E)Ny(Er)eV (6.5)
which can be rewritten in the form
| =G,V (6.6)
where
Gn = KN\(Ep)N,(Ep)e (6.7)

and G,, is identified as the conductance. The junction, in effect, behaves in an ohmic
manner, that is, with the current proportional to the voltage.

6.1.6. Other Properties

While the emphasis of the previous discussion has been on the effect of nanosized
microstructure on mechanical and electrical properties, many other properties of
bulk nanostructured materials are also affected. For example, the magnetic behavior
of bulk ferromagnetic material made of nanosized grains is quite different from the
same material made with conventional grain sizes. Because of its technological
importance relating to the possibility of enhancing magnetic information storage
capability, this is discussed in more detail in Chapter 7.

In Chapter 4 we saw that the inherent reactivity of nanoparticles depends on the
number of atoms in the cluster. It might be expected that such behavior would also
be manifested in bulk materials made of nanostructured grains, providing a possible
way to protect against corrosion and the detrimental effects of oxidation, such as the
formation of the black silver oxide coating on silver. Indeed, there have been
some advances in this area. The nanostructured alloy Fe;3B13Sig has been found to
have enhanced resistance to oxidation at temperatures between 200 and 400°C. The
material consists of a mixture 30-nm particles of Fe(Si) and Fe,B. The enhanced
resistance is attributed to the large number of interface boundaries, and the fact that
atom diffusion occurs faster in nanostructured materials at high temperatures. In this
material the Si atoms in the FeSi phase segregate to interface boundaries where they
can then diffuse to the surface of the sample. At the surface the Si interacts with the
oxygen in the air to form a protective layer of SiO,, which hinders further oxidation.

The melting temperature of nanostructured materials is also affected by grain
size. It has been shown that indium containing 4-nm nanoparticles has its melting
temperature lowered by 110K.

In the superconducting phase there is a maximum current that a material can
carry called the critical current I. When the current | exceeds that value, the
superconducting state is removed, and the material returns to its normal resistance. It
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has been found that in the bulk granular superconductor Nb,Sn decreasing the grain
size of the sample can increase the critical current.

In Chapter 4 we saw that the optical absorption properties of nanoparticles,
determined by transitions to excited states, depend on their size and structure. In
principle, it should therefore be possible to engineer the optical properties of bulk
nanostructured materials. A high-strength transparent metal would have many
application possibilities. In the next sections we will discuss some examples of
how nanostructure influences the optical properties of materials.

6.1.7. Metal Nanocluster Composite Glasses

One of the oldest applications of nanotechnology is the colored stained-glass
windows in medieval cathedrals which are a result of nanosized metallic particles
embedded in the glass. Glasses containing a low concentration of dispersed
nanoclusters display a variety of unusual optical properties that have application
potential. The peak wavelength of the optical absorption, which largely determines
the color, depends on the size, and on the type of metal particle. Figure 6.17 shows
an example of the effect of the size of gold nanoparticles on the optical absorption
properties of an SiO, glass in the visible region. The data confirm that the peak of

100 _l TFET I TTTIT | LU | TTT1 [ TTTT | TT11T |_
90 F 3
- B ]
80 +— ; —
" FE ]
o [} \ ]
- 1 1 -
70 |- b \ -
3 - o,l o \‘ .
S 60 - % © \ =
w o °r o 1\ ]
&) - ol o 1} ]
> L I \ ]
< S0 o1 o E
m L ol \ ]
'I r o o .
8 40F % o007 o \‘ ]
IJ{J E Vi ° \ E
— 4 —
30 ° N80
F © \ ]
F o A ]
20 :_ o ‘\. —:
10F °o 3
C , 20 ]
0 _I 11 I 1 I_I_IJ 111l | 1111 ] 11 5]
400 450 500 550 600 650 700
WAVELENGTH (nm)

Figure 6.17. Optical absorption spectrum of 20- and 80-nm gold nanoparticles embedded in
glass. (Adapted from F. Gonella et al., in Handbook of Nanostructured Materials and Nano-
technology, H. S. Nalwa, ed., Academic Press, San Diego, 2000, Vol. 4, Chapter 2, p. 85.)
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the optical absorption shifts to shorter wavelengths when the nanoparticle size
decreases from 80 to 20 nm. The spectrum is due to plasma absorption in the metal
nanoparticles. At very high frequencies the conduction electrons in a metal behave
like a plasma, that is, like an electrically neutral ionized gas in which the negative
charges are the mobile electron, and the positive charges reside on the stationary
background atoms. Provided the clusters are smaller than the wavelength of the
incident visible light, and are well dispersed so that they can be considered non-
interacting, the electromagnetic wave of the light beam causes an oscillation of the
electron plasma that results in absorption of the light. A theory developed by Mie
may be used to calculate the absorption coefficient versus the wavelength of the
light. The absorption coefficient « of small spherical metal particles embedded in a
nonabsorbing medium is given by

187N, Vel /A
a:———ij%%;+é (6.8)
[e; + 2ng]

where N is the number of spheres of volume ¥ ¢, and &, are the real and imaginary
parts of the dielectric constant of the spheres, g is the refractive index of the
insulating glass, and 4 is the wavelength of the incident light.

Another technologically important property of metallic glass composites is that
they display nonlinear optical effects, which means that their refractive indices
depend on the intensity of the incident light. The glasses have an enhanced third-
order susceptibility that results in an intensity dependent refractive index » given by

n=nytnl 6.9)

where 7 is the intensity of the light beam. Nonlinear optical effects have potential
application as optical switches, which would be a major component of photon-based
computers. When metal particles are less than 10nm in size, confinement effects
become important, and these alter the optical absorption properties. Quantum
confinement is discussed in Chapter 9.

The earliest methods for making composite metal glasses involve mixing metal
particles in molten glasses. However, it is difficult to control the properties of the
glasses, such as the aggregation of the particles. More controllable processes have
been developed such as ion implantation. Essentially, the glasses are subjected to an
ion beam consisting of atoms of the metal to be implanted, having energies in the
range from 10keV to 10MeV. lon exchange is also used to put metal particles into
glasses. Figure 6.18 shows an experimental setup for an ion exchange process
designed to put silver particles in glasses. Monovalent surface atoms such as sodium
present near the surface of all glasses are replaced with other ions such as silver. The
glass substrate is placed in a molten salt bath that contains the electrodes, and a
voltage is applied across the electrodes with the polarity shown in Fig. 6.18. The
sodium ion diffises in the glass toward the negative electrode, and the silver diffises
from the silver electrolyte solution into the surface of the glass.
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Figure 6.18. Electric field assisted ion exchange apparatus for doping glasses (substrate) with
metals such as Ag*' ions. [Adapted from G. De Marchi et al., J. Non-Cryst. Solids 196, 79
(1996).]

6.1.8. Porous Silicon

When a wafer of silicon is subjected to electrochemical etching, the silicon wafer
develops pores. Figure 6.19 is a scanning electron microscope picture of the (100)
surface of etched silicon showing pores (dark regions) of micrometer dimensions.

Figure 6.19. Scanning electron microscope (SEM) picture of the surface of n-doped etched
silicon. The micrometer-sized pores appear as dark regions. [With permission from C. Levy-
Clement et al.,, J. Electrochem. Soc. 141, 958 (1994).]



6.1. SOLID DISORDERED NANOSTRUCTURES 151

This silicon is called porous silicon (PoSi). By controlling the processing conditions,
pores of nanometer dimensions can be made. Research interest in porous silicon was
intensified in 1990 when it was discovered that it was fluorescent at room tem-
perature. Luminescence refers to the absorption of energy by matter, and its re-
emission as visible or near-visible light. If the emission occurs within 10~ ® s of the
excitation, then the process is called fluorescence, and if there is a delay in the
emission it is called phosphorescence. Nonporous silicon has a weak fluorescence
between 0.96 and 1.20eV in the region of the band gap, which is |. 125eV at 300 K.
This fluorescence is due to band gap transitions in the silicon. However, as shown in
Fig. 6.20, porous silicon exhibits a strong photon-induced luminescence well above
1.4eV at room temperature. The peak wavelength of the emission depends on the
length of time the wafer is subjected to etching. This observation generated much
excitement because of the potential of incorporating photoactive silicon using
current silicon technology, leading to new display devices or optoelectronic coupled
elements. Silicon is the element most widely used to make transistors, which are the
on/off switching elements in computers.

Figure 6.21 illustrates one method of etching silicon. Silicon is deposited on a
metal such as aluminum, which forms the bottom of a container made of poly-
ethylene or Teflon, which will not react with the hydrogen fluoride (HF) etching
solution. A voltage is applied between the platinum electrode and the Si wafer such
that the Si is the positive electrode. The parameters that influence the nature of the
pores are the concentration of HF in the electrolyte or etching solution, the

Photon Energy (eV)

14 16 18 20
T 1 T I

300K
>

2 2h

o r
£ ~ehr

><3)(1

N

I I | I I
1.0 09 08 0.7 0.6

Wavelength (im)

Figure 6.20. Photoluminescence spectra of porous silicon for two different etching times at
room temperature. Note the change in scale for the two curves. [Adapted from L. T. Camham,
Appl. Phys. Lett. 57, 1046 (1990).]
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Figure 6.21. A cell for etching a silicon wafer in a hydrogen fluoride (HF) solution in order to
introduce pores. (With permission from D. F. Thomas et al., in Handbook of Nanostructured
Materials and Nanotechnology, H. S. Nalwa, ed., Academic Press, San Diego, 2000, Vol. 4,
Chapter 3, p. 173.)

magnitude of current flowing through the electrolyte, the presence of a surfactant
(surface-active agent), and whether the silicon is negatively (n) or positively (p)
doped.

The Si atoms of a silicon crystal have four valence electrons, and are bonded to
four nearest-neighbor Si atoms. If an atom of silicon is replaced by a phosphorus
atom, which has five valence electrons, four of the electrons will participate in the
bonding with the four neighboring silicon atoms. This will leave an extra electron
available to carry current, and thereby contribute to the conduction process. This
puts an energy level in the gap just below the bottom of the conduction band. Silicon
doped in this way is called an n-type semiconductor. If an atom of aluminum, which
has three valence electrons, is doped into the silicon lattice, there is a missing
electron referred to as a hole in one of the bonds of the neighboring silicon atoms.
This hole can also carry current and contribute to increasing the conductivity. Silicon
doped in this manner is called ap-type semiconductor: It turns out that the size of the
pores produced in the silicon is determined by whether silicon is n- or p-type. When
p-type silicon is etched, a very fine network of pores having dimensions less than
10nm is produced.

A number of explanations have been offered to explain the origin of the
fluorescence of porous silicon, such as the presence of oxides on the surface of
the pores that emit molecular fluorescence, surface defect states, quantum wires,
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quantum dots and the resulting quantum confinement, and surface states on quantum
dots. Porous silicon also displays electroluminscence, whereby the luminescence is
induced by the application of a small voltage across electrodes mounted on the
silicon, and cathodoluminescence from bombarding electrons.

6.2. NANOSTRUCTURED CRYSTALS

In this section we discuss the properties of crystals made of ordered arrays of
nanoparticles.

6.2.1. Natural Nanocrystals

There are some instances of what might be called “natural nanocrystals.” An
example is the 12-atomboron cluster, which has an icosahedral structure, that is, one
with 20 faces. There are a number of crystalline phases of solid boron containing the
By, cluster as a subunit. One such phase with tetragonal symmetry has 50 boron
atoms in the unit cell, comprising four B, icosahedra bonded to each other by an
intermediary boron atom that links the clusters. Another phase consists of B,
icosahedral clusters shown in Fig. 6.22 arranged in a hexagonal array. Of course
there are other analogous nanocrystals such as the fullerene Cgo compound, which
forms the lattice shown in Fig. 5.7 (of Chapter 5).

6.2.2. Computational Prediction of Cluster Lattices

Viewing clusters as superatoms raises the intriguing possibility of designing a new
class of solid materials whose constituent units are not atoms or ions, but rather
clusters of atoms. Solids built from such clusters may have new and interesting
properties. There have been some theoretical predictions of the properties of solids
made from clusters such as Al;,C. The carbon is added to this cluster so that it has
40 electrons, which is a closed-shell configuration that stabilizes the cluster. This is
necessary for building solids from clusters because clusters that do not have closed
shells could chemically interact with each other to form a larger cluster. Calculations
of the face-centered cubic structure Al ,C predict that it would have a very small
band gap, in the order of 0.05eV, which means that it would be a semiconductor. The
possibility of ionic solids made of KAl,3 clusters has been considered. Since the
electron affinity of Al;; is close to that of Cl, it may be possible for this cluster to
form a structure similar to KCIl. Figure 6.23 shows a possible body-centered
structure for this material. Its calculated cohesive energy is 5.2 eV, which can be
compared with the cohesive energy of KCI, which is 7.19eV. This cluster solid is
quite stable. These calculations indicate that new solids with clusters as their
subunits are possible, and may have new and interesting properties; perhaps even
new high-temperature superconductors could emerge. New ferromagnetic materials
could result from solids made of clusters, which have a net magnetic moment.
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Figure 6.22. The icosohedral structure of a boron cluster containing 12 atoms. This cluster is
the basic unit of a number of boron lattices.

6.2.3. Arrays of Nanoparticles in Zeolites

Another approach that has enabled the formation of latticelike structures of nano-
particles is to incorporate them into zeolites. Zeolites such as the cubic mineral,
faujasite, (Na,,Ca)(Al,Sis)O,,- 8H,0, are porous materials in which the pores have
a regular arrangement in space. The pores are large enough to accommodate small
clusters. The clusters are stabilized in the pores by weak van der Waals interactions
between the cluster and the zeolite. Figure 6.24 shows a schematic of a cluster
assembly in a zeolite. The pores are filled by injection of the guest material in the
molten state. It is possible to make lower-dimensional nanostructured solids by this
approach using a zeolite material such as mordenite, which has the structure
illustrated in Fig. 6.25. The mordenite has long parallel channels running through
it with a diameter of 0.6 nm. Selenium can be incorporated into these channels,
forming chains of single atoms. A trigonal crystal of selenium also has parallel
chains, but the chains are sufficiently close together so that there is an interaction
between them. In the mordenite this interaction is reduced significantly, and the
electronic structure is different from that of a selenium crystal. This causes the
optical absorption spectra of the selenium crystal and the selenium in mordenite to
differ in the manner shown in Fig. 6.26.
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Figure 6.23. Possible body-centered structure of a lattice made of Al;; nanoparticles and
potassium (large circles). [Adapted from S. N. Khanna and P. Jema, Phys. Rev. 51, 13705
{1995) 1

Figure 6.24. Schematic of cluster assemblies in zeolite pores. (With permission from
S. G. Romanov et al., in Handbook of Nanostructured Malerials and Nanotechnology.
H. S. Natwa, ed., Academic Press. San Diego, 2000. Vol. 4, Chapter 4, p. 236.)
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6.2.4. Crystals of Metal Nanoparticles

A two-phase water toluene reduction of AuCl,~ by sodium borohydride in the
presence of an alkanethiol (C;,H,5SH) solution produces gold nanoparticles Au,
having a surface coating of thiol, and embedded in an organic compound. The
overall reaction scheme is

AuCl,~(aq) TN(CgH,,), T (CgHsMe) — N(CgH,;), T AuCl, (CsHsMe)  (6.10)

mAuCl,~(C¢HsMe) +n(C,,H,sSHYCHsMe) F3me™ —
4mCl (aq) + {Au,, )(C3H,sSH),(C4HsMe) (6.11)

Essentially, the result of the synthesis is a chemical compound denoted as ¢-Au:SR,
where SR is (C12H»5SH),(C¢HsMe), and Me denotes the methyl radical CH;. When
the material was examined by X-ray diffraction it showed, in addition to the diffuse
peaks from the planes of gold atoms in the nanoparticles Au,,, a sequence of sharp
peaks at low scattering angles indicating that the gold nanoparticles had formed a
giant three-dimensional lattice in the SR matrix. The crystal structure was deter-
mined to be a body-centered cubic (BCC) arrangement. In effect, a highly ordered
symmetric arrangement of large gold nanoparticles had spontaneously self-
assembled during the chemical processing.

Superlattices of silver nanoparticles have been produced by aerosol processing.
The lattices are electrically neutral, ordered arrangements of silver nanoparticles in a
dense mantel of alkylthiol surfactant, which is a chain molecule, n-CH5(CH,),,SH.
The fabrication process involves evaporation of elemental silver above 1200°Cinto a
flowing preheated atmosphere of high-purity helium. The flow stream is cooled over
a short distance to about 400 K, resulting in condensation of the silver to nanocrys-
tals. Growth can be abruptly terminated by expansion of the helium flow through a
conical funnel accompanied by exposure to cool helium. The flowing nano-
crystals are condensed into a solution of alkylthiol molecules. The material produced
in this way has a superlattice structure with FCC arrangement of silver nanoparticles
having separations of <3nm. Metal nanoparticles are of interest because of the
enhancement of the optical and electrical conductance due to confinement and
quantization of conduction electrons by the small volume of the nanocrystal.

When the size of the crystal approaches the order of the de Broglie wavelength of
the conduction electrons, the metal clusters may exhibit novel electronic properties.
They display very large optical polarizabilities as discussed earlier, and nonlinear
electrical conductance having small thermal activation energies. Coulomb blockade
and Coulomb staircase current—voltage curves are observed. The Coulomb blockade
phenomenon is discussed in Chapter 9. Reduced-dimensional lattices such as
quantum dots and quantum wires have been fabricated by a subtractive approach
that removes bulk fractions of the material leaving nanosized wires and dots. These
nanostructures are discussed in Chapter 9.
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6.2.5. Nanoparticle Lattices in Colloidal Suspensions

Colloidal suspensions consist of small spherical particles 10-100nm in size sus-
pended in a liquid. The interaction between the particles is hard-sphere repulsion,
meaning that the center of the particles cannot get closer than the diameters of the
particles. However it is possible to increase the range of the repulsive force between
the particles in order to prevent them from aggregating. This can be done by putting
an electrostatic charge on the particles. Another method is to attach soluble polymer
chains to the particles, in effect producing a dense brush with flexible bristles around
the particle. When the particles with these brush polymers about them approach each
other, the brushes compress and generate a repulsion between the particles. In both
charge and polymer brush suspensions the repulsion extends over a range that can be
comparable to the size of the particles. This is called “soft repulsion.” When such
particles occupy over 50% of the volume of the material, the particles begin to order
into lattices. The structure of the lattices is generally hexagonal close-packed, face-
centered cubic, or body-centered cubic. Figure 6.27 shows X-ray densitometry
measurements on a 3-mM salt solution containing 720-nm polystyrene spheres. The
dashed-line plots are for the equations of state of the material, where the pressure P
is normalized to the thermal energy kg7, versus the fraction of particles in the fluid.
The data show a gradual transition from a phase where the particles are disordered in
the liquid to a phase where there is lattice ordering. In between there is a mixed
region where there is both a fluid phase and a crystal phase. This transition is called
the Kirkwood-Alder transition, and it can be altered by changing the concentration
of the particles or the charge on them. At high concentrations or for short-range
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Figure 6.27. Equations of state (dashed curves) plotted as a function of fraction of 720-nm
styrene spheres in a 3-mM salt solution. The constant Ny is Avogadro’s number. [Adapted from
A. P. Gast and W. B. Russel, Phys. Today (Dec. 1998.)]
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repulsions the lattice structure is face-centered cubic. Increasing the range of the
repulsion, or lowering the concentration, allows the formation of the slightly less
compact body-centered structure. Figure 6.28 shows the phase diagram of a system
of soft spherical particles. The excluded volume is the volume that is inaccessible to
one particle because of the presence of the other particles. By adjusting the fraction
of particles, a structural phase transition between the face-centered and body-
centered structures can be induced. The particles can also be modified to have
attractive potentials. For the case of charged particles in aqueous solutions, this can
be accomplished by adding an electrolyte to the solution. When this is done, abrupt
aggregation occurs.

6.2.6. Photonic Crystals

A photonic crystal consists of a lattice of dielectric particles with separations on the
order of the wavelength of visible light. Such crystals have interesting optical
properties. Before discussing these properties, we will say a few words about the
reflection of waves of electrons in ordinary metallic crystal lattices.

The wavefunction of an electron in a metal can be written in the free-electron
approximation as

R
Wi = [;] e’ (6.12)
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Figure 6.28. Phase diagram for soft spherical particles in suspension showing the fluid state,
the body-centered cubic (BCC) and face-centered cubic (FCC) phases. The vertical axis
(ordinate) represents the volume that is inaccessible to one particle because the presence of
the others. The excluded volume has been scaled to the cube of the Debye screening length,
which characterizes the range of the interaction. [Adapted from A. P. Gast and W. B. Russel,
Phys. Today (Dec. 1998.)]
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where Vis the volume of the solid, the momentum p =7k, and the wavevector K is
related to the wavelength A by the expression k=2n/4. In the nearly free-electron
model of metals the valence or conduction electrons are treated as noninteracting
free electrons moving in a periodic potential arising from the positively charged ion
cores. Figure 6.29 shows a plot of the energy versus the wavevector for a one-
dimensional lattice of identical ions. The energy is proportional to the square of
the wavevector, E = A2k?/87°m, except near the band edge where k = =+n/a. The
important result is that there is an energy gap of width E, meaning that there are
certain wavelengths or wavevectors that will not propagate in the lattice. This is a
result of Bragg reflections. Consider a series of parallel planes in a lattice separated
by a distance d containing the atoms of the lattice. The path difference between two
waves reflected from adjacent planes is 2d sin®, where @ is the angle of incidence
of the wavevector to the planes. If the path difference 2d sin® is a half-wavelength,
the reflected waves will destructively interfere, and cannot propagate in the lattice, so
there is an energy gap. This is a result of the lattice periodicity and the wave nature
of the electrons.

In 1987 Yablonovitch and John proposed the idea of building a lattice with
separations such that light could undergo Bragg reflections in the lattice. For visible
light this requires a lattice dimension of about 0.5um or 500 nm. This is 1000 times
larger than the spacing in atomic crystals but still 100 times smaller than the
thickness of a human hair. Such crystals have to be artificially fabricated by methods
such as electron-beam lithography or X-ray lithography. Essentially a photonic
crystal is a periodic array of dielectric particles having separations on the order of
500nm. The materials are patterned to have symmetry and periodicity in their
dielectric constant. The first three-dimensional photonic crystal was fabricated by
Yablonovitch for microwave wavelengths. The fabrication consisted of covering a
block of a dielectric material with a mask consisting of an ordered array of holes and
drilling through these holes in the block on three perpendicular facets. A technique
of stacking micromachined wafers of silicon at consistent separations has been used
to build the photonic structures. Another approach is to build the lattice out of
isolated dielectric materials that are not in contact. Figure 6.30 depicts a two-
dimensional photonic crystal made of dielectric rods arranged in a square lattice.

Second
allowed

allowed
band

Figure6.29. Curve of energy E plotted versus wavevector kfor a one-dimensional line of atoms.
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Figure 6.30. A two-dimensional photonic crystal made by arranging long cylinders of dielectric
materials in a square lattice array.

The description of the behavior of light in photonic crystals involves solving
Maxwell’s equations in a periodic dielectric structure. The associated Helmholtz
equation obtained for the case of no external current sources is

02

VZH(@) + E[ez—]H(r) =0 (6.13)

where H i s the magnetic field associated with the electromagnetic radiation, and e is
the relative dielectric constant of the components constituting the photonic crystal.
This equation can be solved exactly for light in a photonic crystal primarily because
there is little interaction between photons, and quite accurate predictions of the
dispersion relationship are possible. The dispersion relationship is the dependence of
the frequency or energy on the wavelength or & vector. Figure 6.31 shows a plot of
the dispersion relationship of alumina rods (Al,03, £ =8.9), having the structure
shown in Fig. 6.30, with a radius of 0.37mm, and a length of 100mm for the
transverse magnetic modes. This corresponds to the vibration of the magnetic H
vector of the electromagnetic wave. The separation between the centers of the rods is
1.87mm. This lattice is designed for the microwave region, but the general proper-
ties would be similar at the smaller rod separations needed for visible light. The
labels I" and Xrefer to special symmetry points in k& space for the square lattice. The
results show the existence of a photonic band gap, which is essentially a range of
frequencies where electromagnetic energy cannot propagate in the lattice. The light
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Figure 6.31. A part of the dispersion relationship of a photonic crystal mode, Th., of a photonic
crystal made of a square lattice of alumina rods. The ordinate scale is the frequency f multiplied
by the lattice parameter a divided by the speed of light c. [Adapted from J. D. Joannopoulos,
Nature 386, 143 (1997).]

power is intense below this band gap, and in analogy with the terms conduction band
and valence band, this region is called the dielectric band. Above the forbidden gap
the light power is low, and the region there is referred to as the *“air band.”

Now let us consider what would happen if a line defect were introduced into the
lattice by removing a row of rods. The region where the rods have been removed
would act like a wave guide, and there would now be an allowed frequency in the
band gap, as shown in Fig. 6.32. This is analogous to p and n doping of
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Figure6.32. Effectof removingone row of rods from a square lattice of a photonic crystal, which
introduces a level (guided mode) in the forbidden gap. The ordinate scale is the frequency f
multiplied by the lattice parameter a divided by the speed of light c. [Adapted from
J. D. Joannopoulos, Nature 386, 143 (1997).]
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semiconductors, which puts an energy level in the energy gap. A wave guide is like a
pipe that confines electromagnetic energy, enabling it to flow in one direction. An
interesting feature of this wave guide is that the light in the photonic crystal guide
can turn very sharp comers, unlike light traveling in a fiberoptic cable. Because the
frequency of the light in the guide is in the forbidden gap, the light cannot escape
into the crystal. It essentially has to tm the sharp comer. Fiberoptic cables rely on
total internal reflection at the inner surface of the cable to move the light along. If the
fiber is bent too much, the angle of incidence is too large for total internal reflection,
and light escapes at the bend.

A resonant cavity can be created in a photonic crystal by removing one rod, or
changing the radius of a rod. This also puts an energy level into the gap. It turns out
that the frequency of this level depends on the radius of the rod, as shown in
Fig. 6.33. The air and dielectric bands discussed above are indicated on the figure.
This provides a way to tune the frequency of the cavity. This ability to tune the light
and concentrate it in small regions gives photonic crystals potential for use as filters
and couplers in lasers. Spontaneous emission is the emission of light that occurs
when an exited state decays to a lower energy state. It is an essential part of the
process of producing lasing. The ability to control spontaneous emission is
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necessary to produce lasing. The rate at which atoms decay depends on the coupling
between the atom and the photon, and the density of the electromagnetic modes
available for the emitted photon. Photonic crystals could be used to control each of
these two factors independently.

Semiconductor technology constitutes the basis of integrated electronic circuitry.
The goal of putting more transistors on a chip requires further miniaturization. This
unfortunately leads to higher resistances and more energy dissipation. One possible
future direction would be to use light and photonic crystals for this technology. Light
can travel much faster in a dielectric medium than an electron can in a wire, and it
can carry a larger amount of information per second. The bandwidth of optical
systems such as fiberoptic cable is terahertz in contrast to that in electron systems
(with current flowing through wires), which is a few hundred kilohertz. Photonic
crystals have the potential to be the basis of future optical integrated circuits.
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NANOSTRUCTURED
FERROMAGNETISM

7.1. BASICS OF FERROMAGNETISM

In this chapter we discuss the effect of nanostructure on the properties of ferro-
magnets, and how the size of nanograins that make up bulk magnet materials affects
ferromagnetic properties. We will examine how control of nanoparticle size can be
used to design magnetic materials for various applications. In order to understand
the role of nanostructure on ferromagnetism, we will present a brief overview of the
properties of ferromagnets. In Chapter 4 we saw that certain atoms whose energy
levels are not totally filled have a net magnetic moment, and in effect behave like
small bar magnets. The value of the magnetic moment of a body is a measure of the
strength of the magnetism that is present. Atoms in the various transition series of
the periodic table have unfilled inner energy levels in which the spins of the electrons
are unpaired, giving the atom a net magnetic moment. The iron atom has 26
electrons circulating about the nucleus. Eighteen of these electrons are in filled
energy levels that constitute the argon atom inner core of the electron configuration.
The d level of the N = 3 orbit contains only 6 of the possible 10 electrons that would

Introduction to Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.
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166 NANOSTRUCTURED FERROMAGNETISM

fill it, so it is incomplete to the extent of four electrons. This incompletely filled
electron 4 shell causes the iron atom to have a strong magnetic moment.

When crystals such as bulk iron are formed from atoms having a net magnetic
moment a number of different situations can occur relating to how the magnetic
moments of the individual atoms are aligned with respect to each other. Figure 7.1
illustrates some of the possible arrangements that can occur in two dimensions. The
point of the arrow is the north pole of the tiny bar magnet associated with the atom.
If the magnetic moments are randomly arranged with respect to each other, as shown
in Fig. 7.1a, then the crystal has a zero net magnetic moment, and this is referred to
as theparamagnetic state. The application of a DC magnetic field aligns some of
the moments, giving the crystal a small net moment. In a ferromagnetic crystal these
moments all point in the same direction, as shown in Fig. 7.1b, even when no DC
magnetic field is applied, so the whole crystal has a magnetic moment and behaves
like a bar magnet producing a magnetic field outside of it. If a crystal is made of two
types of atoms, each having a magnetic moment of a different strength (indicated in
Fig. 7.1c by the length of the arrow) the arrangement shown in Fig. 7.1c can occur,
and it is called ferrimagnetic. Such a crystal will also have a net magnetic moment,
and behave like a bar magnet. In an antiferromagnet the moments are arranged in
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Figure 7.1. lllustration o various arrangements d individual atomic magnetic moments that
constitute paramagnetic (a), ferromagnetic (b), ferrimagnetic (c), and antiferromagnetic (d)
materials.
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an antiparallel scheme, that is, opposite to each other, as shown in Fig. 7.1d, and
hence the material has no net magnetic moment. In the present chapter we are
concerned mainly with ferromagnetic ordering.

Now let us consider the question of why the individual atomic magnets align in
some materials and not others. When a DC magnetic field is applied to a bar magnet,
the magnetic moment tends to align with the direction of the applied field. In a crystal
each atom having a magnetic moment has a magnetic field about it. If the magnetic
moment is large enough, the resulting large DC magnetic field can force a nearest
neighbor to align in the same direction provided the interaction energy is larger than
the thermal vibrational energy 437 of the atoms in the lattice. The interaction
between atomic magnetic moments is of two types: the so-called exchange interac-
tion and the dipolar interaction. The exchange interaction is a purely quantum-
mechanical effect, and is generally the stronger of the two interactions.

In the case of a small particle such as an electron that has a magnetic moment, the
application of a DC magnetic field forces its spin vector to align such that it can have
only two projections in the direction of the DC magnetic field which are 1 g,
where uy is the unit magnetic moment called the Bohr magneton. The wavefunction
representing the state + § i, is designated a, and for —1 4 it is . The numbers + 3
are called the spin quantum numbers m. For a two-electron system it is not possible
to specify which electron is in which state. The Pauli exclusion principle does not
allow two electrons in the same energy level to have the same spin quantum numbers
mg. Quantum mechanics deals with this situation by requiring that the wavefunc-
tion of the electrons be antisymmetric, that is, change sign if the two electrons
are interchanged. The form of the wavefunction that meets this condition is
{1/2 [WA(DHWYE(2) — YA(2)Wg(1)]. The electrostatic energy for this case is given
by the expression

1.2
E- j[ ¢ ][‘PA(I)‘PBm Y Q¥R (P, dY; .1)

2
r12

which involves carrying out a mathematical operation from the calculus called
integration. Expanding the square of the wavefunctions gives two terms:

& &
E= J[r—}[‘PA(l)‘PB(Z)]deI dv, — J[—]‘PA(I)‘PB(I)‘PA(Z)‘PBQ)dVl dv,
12 F12

(1.2)

The firstterm is the normal Coulomb interaction between the two charged particles.
The second term, called the exchange interaction, represents the difference in the
Coulomb energy between two electrons with spins that are parallel and antiparallel.
It can be shown that under certain assumptions the exchange interaction can be
written in a much simpler formas J S, . S,, where J is called the exchange integral,
or exchange interaction constant. This is the form used in the Heisenberg model of
magnetism. For a ferromagnet ./ is negative, and for an antiferromagnet it is positive.
The exchange interaction, because it involves overlap of orbitals, is primarily a
nearest-neighbor interaction, and it is generally the dominant interaction. The other
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interaction, which can occur in a lattice of magnetic ions, is called the
dipole—dipole interaction, and has the form

. .r
BLB2 5, B2 (13)
r r

where r is a vector along the line separating the two magnetic moments p; and p.,,
and r is the magnitude of this distance.

The magnetization M of a bulk sample is defined as the total magnetic moment
per unit volume. It is the vector sum of all the magnetic moments of the magnetic
atoms in the bulk sample divided by the volume of the sample. It increases strongly
at the Curie temperature T,, the temperature at which the sample becomes
ferromagnetic, and the magnetization continues to increase as the temperature is
lowered further below T,. It has been found empirically that far below the Curie
temperature, the magnetization depends on temperature as

M(T) =M(0)(1 —cT??) (7.4)

where M(0) is the magnetization at zero degrees Kelvin and ¢ is a constant. The
susceptibility y of a sample is defined as the ratio of the magnetization at a given
temperature to the applied field A, that is, y =M /H.

Generally for a bulk ferromagnetic material below the Curie temperature, the
magnetic moment M is less than the moment the material would have if every atomic
moment were aligned in the same direction. The reason for this is the existence of
domains. Domains are regions in which all the atomic moments point in the same
direction so that within each domain the magnetization is saturated; that is, it attains
its maximum possible value. However, the magnetization vectors of different
domains in the sample are not all parallel to each other. Thus the total sample has
an overall magnetization less than the value for the complete alignment of all
moments. Some examples of domain configurations are illustrated in Fig. 7.2a. They
exist when the magnetic energy of the sample is lowered by the formation of
domains.

Applying a DC magnetic field can increase the magnetic moment of a sample.
This occurs by two processes. The first process occurs in weak applied fields when
the volume of the domains which are oriented along the field direction increases. The
second process dominates in stronger applied fields that force the domains to rotate
toward the direction of the field. Both of these processes are illustrated in Fig. 7.2b.
Figure 7.3, which shows the magnetization curve of a ferromagnetic material, is a
plot of the total magnetization of the sample M versus the applied DC field
strength H. In the MKS system the units of both H and M are amperes per meter;
in the CGS system the units of M are emu/g (electromagnetic units per gram), and
the units of H are oersteds. Initially as A increases, M increases until a saturation
point M, , is reached. When H is decreased from the saturation point, M does not
decrease to the same value it had earlier when the field was increasing; rather, it is
higher on the curve of the decreasing field. This is called hysteresis. It occurs
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Figure 7.2. lllustrations of (a) some examples of domain structure in ferromagnetic materials
and (b) how the domains can change by the mechanisms of rotation and growth when a DC
magnetic is applied.

because the domains that were aligned with the increasing field do not return to their
original orientation when the field is lowered. When the applied field / is returned to
zero, the magnet still has magnetization, referred to as the remnant magnetization
M,. In order to remove the remnant magnetization, a field 4, has to be applied in the
direction opposite to the initial applied field, as shown in Fig. 7.3. This field, called
the coercive field, causes the domains to rotate back to their original positions.
The properties of the magnetization curve of a ferromagnet have a strong bearing on
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M

Figure 7.3. Plot ¢ the magnetization M versus an applied magnetic field H for a hard
ferromagnetic material, showing the hysteresis loop with the coercive field H,. the remnant
magnetization &4, and the saturation magnetization M,, as indicated.

the use of magnet materials, and there is same ongoing research to design permanent
magnets with different shapes of magnetization curves.

7.2. EFFECT OF BULK NANOSTRUCTURING ON
MAGNETIC PROPERTIES

The diverse applications of magnets require the magnetization curve to have dif-
ferent properties. Magnets used in transformers and rotating electrical machinery are
subjected to rapidly alternating AC magnetic fields, so they repeat their mag-
netization curve many times a second, causing a loss of efficiency and a rise in
the temperature of the magnet. The rise in temperature is due to frictional heating
from domains as they continuously vary their orientations. The amount of loss
during each cycle, meaning the amount of heat energy generated during each cycle
around a hysteresis loop, is proportional to the area enclosed by the loop. In these
applications small or zero coercive fields are required to minimize the enclosed area.
Such magnets are called “soft magnetic materials.” On the other hand, in the case of
permanent magnets used as a part of high-field systems, large coercive fields are
required, and the widest possible hysteresis loop is desirable. Such magnets are
called “hard magnets.” High-saturation magnetizations are also needed in perma-
nent magnets.

Nanostructuring of bulk magnetic materials can be used to design the magnetiza-
tion curve. Amorphous alloy ribbons having the composition Fe;; sCu;Nb;Si; ;3 sBg
prepared by a roller method, and subjected to annealing at 673 to 923 K for one hour
in inert-gas atmospheres, were composed of 10-nm iron grains in solid solutions.
Such alloys had a saturation magnetization M, of 1.24T, a remnant magnetization M,
of 0.67T, and a very small coercive field /., of 0.53 A/m. Nanoscale amorphous
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alloy powders of FeqoNigCO, having grain sizes of 10-15nm prepared by decom-
position of solutions of Fe(CO)s, Ni(CO),, and Co(NO)(CoO), in the hydrocarbon
solvent decalin (C,;4,H;g) under an inert-gas atmosphere showed almost no hysteresis
in the magnetization curve. Figure 7.4 presents the magnetization curve for this
material. A magnetic material with grain-sized single domain magnetic moments,
which has no hysteresis at any temperature, is said to be superparamagnetic.

The strongest known permanent magnets are made of neodymium, iron, and
boron. They can have remnant magnetizations as high as 1.3T and coercive fields as
high as 1.2T. The effect of the size of the nanoparticle grain structure on Nd,Fe ;B
has been investigated. The results, shown in Figs. 7.5 and 7.6, indicate that in this
material the coercive field decreases significantly below —40nm and the remnant
magnetization increases. Another approach to improving the magnetization curves of
this material has been to make nanoscale compositions of hard Nd,Fe;,B and the
soft « phase of iron. Measurements of the effect of the presence of the soft iron
phase mixed in with the hard material confirm that the remnant field can be increased
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Figure 7.4. Reversible magnetization curve for nanosized powders of a Ni-Fe—Co alloy that
exhibits no hysteresis. An oersted correspondsto 10~* T (tesla). [Adapted from K. Shafi et al.,
J. Mater. Res. 15,332 (2000).]
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Figure 7.5. Dependence of the remnant magnetization M, on the particle size d of the grains
that form the structure of a Nd—B—Fe permanent magnet normalizedto the value M,(90) for a
90-nrn grain size. [Adapted from A. Manaf et al., J. Magn. Magn. Mater., 101,360 (1991).]

by this approach. This is believed to be due to the exchange coupling between the
hard and soft nanoparticles, which forces the magnetization vector of the soft phase
to be rotated to the direction of the magnetization of the hard phase.

The size of magnetic nanoparticles has also been shown to influence the value M,
at which the magnetization saturates. Figure 7.7 shows the effect of particle size on
the saturation magnetization of zinc ferrite, illustrating how the magnetization
increases significantly below a grain size of 20nm. Thus, decreasing the particle
size of a granular magnetic material can considerably improve the quality of magnets
fabricated from it.

7.3. DYNAMICS OF NANOMAGNETS
The study of magnetic materials, particularly of films made of nanomagnets, some-

times called mesoscopic magnetism, is driven by the desire to increase storage space
on magnetic storage devices such as hard drives in computers. The basic information
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Figure 7.6. Dependence of the coercive field B, (i.e., H,) on the granular particle size d of a
Nd-B—Fe permanent magnet. [Adapted from A. Manaf et al., J. Magn. Magn. Mater. 101,
360 (1991)]

storage mechanism involves alignment of the magnetization in one direction of a
very small region on the magnetic tape called a byte. To achieve a storage of 10
gigabytes (10'® bytes) per square inch, a single bit would be approximately 1pum
wide and 70nm long. The film thickness could be about 30 nm. Existing magnetic
storage devices such as hard drives are based on tiny crystals of cobalt chromium
alloys. One difficulty that arises when bits are less than 10nm in size is that the
magnetization vector can be flipped by random thermal vibrations, in effect erasing
the memory. One solution to this is to use nanosized grains, which have higher
saturation magnetizations, and hence stronger interactions between the grains. A
group at IBM has developed a magnetic nanograin, FePt, which has a much higher
magnetization. The FePt particles were made in a heated solution of platinum
acetylacetonate and iron carbonyl with a reducing agent added. Oleic acid was also
added as a surfactant to prevent aggregation of the particles by coating them with it.
The solution is then spread on a substrate and allowed to evaporate, leaving behind
the coated particles on the substrate. The resulting thin films are then baked at 560°C
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Figure 7.7. Dependence of the saturation magnetization M; of zinc ferrite on the granular
particlesize dnormalized to the value M;(90) for a 90-nmgrain. [Adaptedfrom C. N. Chinnasamy,
J. Phys. Condens. Matter 12,7795 (2000).]

for 30min, forming a carbonized hard crust containing 3-nm particles of FePt. This
size of magnetic nanoparticle would result in a storage density of 150 gigabytes per
square inch, which is about 10 times higher than commercially available magnetic
storage units.

When length scales of magnetic nanoparticles become this small, the magnetic
vectors become aligned in the ordered pattern of a single domain in the presence of a
DC magnetic field, eliminating the complication of domain walls and regions having
the magnetization in different directions. The Stone—Wohlfarth (SW) model has been
used to account for the dynamical behavior of small nanosized elongated magnetic
grains. Elongated grains are generally the type used in magnetic storage devices. The
SW model postulates that in the absence of a DC magnetic field ellipsoidal magnetic
particles can have only two stable orientations for their magnetization, either up or
down with respect to the long axis of the magnetic particles, as illustrated in Fig. 7.8.
The energy versus orientation of the vectors is a symmetric double-well potential
with a bamer between the two orientations. The particle may flip its orientation by
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Figure 7.8. Sketch of double-well potential showing the energy plotted against the orientation
of the magnetization for up and down orientations of magnetic nanopatrticles in the absence

) ( and presence (———-) of an applied magnetic field. [With permission from
D. D. Awschalom and D. P. DiVincenzo, Phys. Today 44 (April 1985).]

thermal activation, due to an Arrhenius process, where the probability P for
reorientation is given by

P ~exp (];—b]:) (7.9)

where E is the height of the energy barrier between the two orientations. The particle
can also flip its orientation by a much lower probability process called quanfum-
mechanical tunneling. This can occur when the thermal energy kg 7" of the particle is
much less than the barrier height. This process is a purely quantum-mechanical
effect resulting from the fact that solution to the wave equation for this system
predicts a small probability for the up state of the magnetization to change to the
down state. If a magnetic field is applied, the shape of the potential changes, as
shown by the dashed line in Fig. 7.8, and one minimum becomes unstable at the
coercive field.

The SW model provides a simple explanation for many of the magnetic properties
of small magnetic particles, such as the shape of the hysteresis loop. However, the
model has some limitations. It overestimates the strength of the coercive field
because it allows only one path for reorientation. The model assumes that the
magnetic energy of a particle is a function of the collective orientation of the spins of
the magnetic atoms in the particle and the effect of the applied DC magnetic field.
This implies that the magnetic energy of the particle depends on its volume.
However, when particles are in the order of 6nm in size, most of their atoms are
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on the surface, which means that they can have very different magnetic properties
than larger grain particles. It has been shown that treating the surfaces of
nanoparticles of «-Fe that are 600nm long and 100nm wide with various chemicals
can produce variations in the coercive field by as much as 50%, underlining the
importance of the surface of nanomagnetic particles in determining the magnetic
properties of the grain. Thus the dynamical behavior of very small magnetic particles
is somewhat more complicated than predicted by the SW model, and remains a
subject of continuing research.

7.4. NANOPORE CONTAINMENT OF MAGNETIC PARTICLES

Another area of ongoing research in nanomagnetism involves developing magnetic
materials by filling porous substances with nanosized magnetic particles. In fact,
there are actually naturally occurring materials having molecular cavities filled with
nanosized magnetic particles. Ferritin is a biological molecule, 25% iron by weight,
which consists of a symmetric protein shell in the shape of a hollow sphere having
an inner diameter of 7.5nm and an outer diameter of 12.5nm. The molecule plays
the role in biological systems as a means of storing Fe** for an organism. One
quarter of the iron in the human body is in ferritin, and 70% is in hemoglobin. The
ferritin cavity is normally filled with a crystal of iron oxide 5Fe,O; . 9H,0. The iron
oxide can be incorporated into the cavity from solution, where the number of iron
atoms per protein is controlled from a few to a few thousand per protein molecule.
The magnetic properties of the molecule depend on the number and kind of particles
in the cavity, and the system can be engineered to be ferromagnetic or antiferro-
magnetic. The blocking temperature 75 is the temperature below which thermally
assisted hopping, between different magnetic orientations, becomes frozen out.
Figure 7.9 shows that the blocking temperature decreases with a decrease in the
number of iron atoms in the cavity. Femtin also displays magnetic quantum
tunneling at very low temperatures. In zero magnetic field and at the very low
temperature of 0.2 K the magnetization tunnels coherently back and forth between
two minima. This effect makes its appearance as a resonance line in frequency-
dependent magnetic susceptibility data. Figure 7.10 shows the results of a measure-
ment of the resonant frequency of this susceptibility versus the number of iron atoms
per molecule. We see that the frequency decreases from 3 x 108 Hz for 800 atoms to
108 Hz for 4600 atoms. The resonance disappears when a DC magnetic field is
applied, and the symmetry of the double walled potential is broken.

Zeolites are crystalline silicates with intrinsic pores of well-defined shape, Fig. 6.24
(of Chapter 6) gives a schematic of a zeolite structure. These materials can be used asa
matrix for the confinement of magnetic nanoparticles. Measurements of the tempera-
ture dependence of the susceptibility of iron particles incorporated into the pores
exhibited paramagnetic behavior, with the magnetic susceptibility y obeying the Curie
law, x =C/T, where C is a constant, but there was no evidence of ferromagnetism.
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7.5. NANOCARBON FERROMAGNETS

As discussed in Chapter 5, the presence of iron or cobalt particles is necessary for
the nucleation and growth of carbon nanotubes fabricated by pyrolysis. In the
preparation of aligned carbon nanotubes by pyrolyzing iron Il phthalacyanide {FePc)
it has been demonstrated that nanotube growth involves two iron nanoparticles.
A small iron particle serves as a nucleus for the tube to grow on, and at the other end
of the tube larger iron particles enhance the growth. Aligned nanotubes are prepared
on quartz glass by pyrolysis of FePc in an argon-hydrogen atmosphere.

Figure 7.11 shows a scanning electron microscope (SEM) image of iron particles
on the tips of aligned nanotubes, and Fig. 7.12 shows the magnetization curve at 5 K
and 320K for the magnetic field parallel to the tubes showing that the hystersis is
larger at 5 K. Figures 7.13 and 7.14 show plots of the temperature dependence of the
coercive field /., and ratio of remnant magnetization A, to saturation magnetization
M,. We see that the coercive field increases by more than a factor of 3 when the
temperature is reduced From room temperature (300K) to liquid helium temperature
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Figure 7.10. Resonance frequency of ferritin as a function of the number of atoms in the cavity
of the molecule. [Adapted from D. D. Awschalom and D. P. DiVincenzo, Phys. Today (April
1995).

Figure 7.11. Scanning electron microscope image of iron particles (light spots) on the tips of
aligned carbon nanotubes. [With permission from Z. Zhang et al., J. Magn. Magn. Mater. 231,
L9 (2001) ]
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Figure 7.12. Magnetization curve hystersis loops for iron particles on the tips of aligned
nanotubes at the temperatures of 5 and 320K, for a magnetic field H applied parallel to the
tubes. An oersted correspondsto 1074 T. [Adaptedfrom Z. Zhang et al., J. Magn. Magn. Mater.
231, L9 (2001).]

(4 K). These iron particles at the tips of aligned nanotubes could be the basis of high-
density magnetic storage devices. The walls of the tubes can provide nonmagnetic
separation between the iron nanoparticles, ensuring that the interaction between
neighboring nanoparticles is not too strong. If the interaction is too strong, the fields
required to flip the orientation would be too large.
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Figure 7.13. Plot of coercive field H, versus temperature T for iron particles on the tips of
aligned nanotubes. A kilooersted correspondsto 0.1 T. [Adapted from Z. Zhang et al., J. Magn.
Magn. Mater. 231, L9 (2001).]
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Figure 7.14. Ratio of remnant magnetization M, to saturation magnetization M, versus
temperature T for iron nanoparticles on the tips of aligned carbon nanotubes. [Adapted from
Z. Zhang et al., J. Magn. Magn. Mater. 231, LS (2001).]

Efforts to synthesize a nonpolymeric organic ferromagnet have received increased
interest because of the possibility that such a magnet engineered by chemical
modification of the molecules of the system would be lighter and an insulator. The
Cgo molecule discussed in Chapter 5 has a very high electron affinity, which means
that it strongly attracts electrons. On the other hand, the molecule C,N,(CH;); or
tetrakis (dimethylamino ethylene) (TDAE) is a strong electron donor, which means it
readily gives its electron to another molecule. When Cg, and TDAE are dissolved in
a solvent of benzene and toluene, a precipitate of a new material forms that consists
of the TDAE molecule complexed with Cg,, and this 1:1 complex has a monoclinic
crystal structure. A measured large increase in the susceptibility at 16K indicated
this material had become ferromagnetic, and up until relatively recently this was the
highest Curie temperature for an organic ferromagnet.

When solid Cg is subjected to a 6 GPa pressure at 1000K, a new crystal structure
of C4, forms. In this structure the Cq, molecules lie in parallel planes, and are
bonded to each other in a way that forms a hexagonal array in the planes.
The structure is very similar to that of graphite, with the carbon atoms replaced
by C¢y molecules. Although formed under high pressure, the structure is stable at
ambient conditions. Magnetization measurements indicate that this new form of Cy,
becomes ferromagnetic at a remarkable 500 K. However, there is some skepticism in
the scientificcommunity about this result because the Cg4, hexagonal structure has no
unpaired electrons, which are necessary for the formation of ferromagnetism. The
researchers who made the observations suggest that the material has defects such as
disrupted chemical bonds involving neighboring Cg, molecules. Such broken bonds
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could be the source of conduction electrons, which might bring about itinerant
ferromagnetism. Itinerant ferromagnetism corresponds to ferromagnetism from a
spin that can move through the lattice. The result has not yet been confirmed by other
researchers.

7.6. GIANT AND COLOSSAL MAGNETORESISTANCE

Magnetoresistance is a phenomenon where the application of a DC magnetic field
changes the resistance of a material. The phenomenon has been known for many
years in ordinary metals, and is due to the conduction electrons being forced to move
in helical trajectories about an applied magnetic field. The effect becomes evident
only when the magnetic field is strong enough to curve the electron trajectory within
a length equal to its mean free path. The mean free path is the average distance an
electron travels in a metal when an electric field is applied before it undergoes a
collision with atoms, defects, or impurity atoms. The resistance of a material is the
result of the scattering of electrons out of the direction of current flow by these
collisions. The magnetoresistance effect occurs in metals only at very high magnetic
fields and low temperatures. For example, in pure copper at 4K a field of 10T
produces a factor of 10 change in the resistance.

Because of the large fields and low temperatures, magnetoresistance in metals
originally had few potential application possibilities. However, that changed in 1988
with the discovery of what is now called giant magnetoresistance (GMR) in
materials synthetically fabricated by depositing on a substrate alternate layers of
nanometer thickness of a ferromagnetic material and a nonferromagnetic metal. A
schematic of the layered structure and the alternating orientation of the magnetiza-
tion in the ferromagnetic layer is shown in Fig. 7.15a. The effect was first observed
in films made of alternating layers of iron and chromium, but since then other
layered materials composed of alternating layers of cobalt and copper have been
made that display much higher magnetoresistive effects. Figure 7.16 shows the effect
of a DC magnetic field on the resistance of the iron—chromium multilayered system.
The magnitude of the change in the resistance depends on the thickness of the iron
layer, as shown in Figure 7.17, and it reaches a maximum at a thickness of 7 nm.

The effect occurs because of the dependence of electron scattering on the
orientation of the electron spin with respect to the direction of magnetization.
Electrons whose spins are not aligned along the direction of the magnetization Mare
scattered more strongly than those with their spins aligned along M. The application
of a DC magnetic field parallel to the layers forces the magnetization of all the
magnetic layers to be in the same direction. This causes the magnetizations pointing
opposite to the direction of the applied magnetic field to become flipped. The
conduction electrons with spins aligned opposite to the magnetization are more
strongly scattered at the metal—ferromagnet interface, and those aligned along the
field direction are less strongly scattered. Because the two spin channels are in
parallel, the lower-resistance channel determines the resistance of the material.
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Figure 7.15. Three arrangements for producing colossal magnetoresistance: (a) layers of
nonmagnetic material alternating with oppositely magnetized (arrows) ferromagnetic layers;
(b) randomly oriented ferromagnetic cobalt nanoparticles (large circles) in a nonmagnetic copper
matrix (small circles); (c) hybrid system consisting of cobalt nanoparticles in a silver (Ag) matrix
sandwiched between nickelHron (NiFe) magnetic layers, with alternating magnetizations
indicated by arrows.

The magnetoresistance effect in these layered materials is a sensitive detector of
DC magnetic fields, and is the basis for the development of a new, more sensitive
reading head for magnetic disks. Prior to this, magnetic storage devices have used
induction coils to both induce an alignment of the magnetization in a small region of
the tape (write mode), and to sense the alignment of a recorded area (read mode).
The magnetoresistive reading head is considerably more sensitive than the inductive
coil method.

Materials made of single-domain ferromagnetic nanoparticles with randomly
oriented magnetizations embedded in a nonmagnetic matrix also display giant
magnetoresistance. Figure 7.15b shows a schematic of this system. The magneto-
resistance in these materials, unlike the layered materials, is isotropic. The applica-
tion of the DC magnetic field rotates the magnetization vector of the ferromagnetic
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Figure 7.16. Dependence of the electrical resistance A(B), relative to its value A(0) in zero field,
of a layered iron—chromium system on a magnetic field B applied parallel to the surface of the
layers. [Adapted from R. E. Camley, J. Phys. Condens. Matter 5, 3727 (1993).]

nanoparticles parallel to the direction of the field, which reduces the resistance. The
magnitude of the effect of the applied magnetic field on the resistance increases with
the strength of the magnetic field and as the size of the magnetic nanoparticles
decreases. Figure 7.18 shows a representative measurement at 100K of a film
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Figure 7.17. Dependence of the change of magnetoresistance AR on the thickness of the iron
magnetic layer in a constant DC magnetic field for the Fe—Cr layered system. [Adapted from
R. E. Camley, J. Phys. Condens. Matter 5, 3727 (1993).]
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consisting of Co nanoparticles in a copper matrix. Hybrid systems consisting of
nanoparticles in metal matrices sandwiched between metal magnetic layers, as
illustrated schematically in Fig. 7.15¢, have also been developed and exhibit similar
magnetoresistance properties.

Materials have been discovered having larger magnetoresistive effects than the
layered materials, and this phenomenon in them is called colossal magnetoresistance
(CMR). These materials also have a number of application possibilities, such as in
magnetic recording heads, or as sensing elements in magnetometers. The perovskite-
like material LaMnO; has manganese in the Mn** valence state. If the La*" is
partially replaced with ions having a valence of 2+, such as Ca, Ba, Sr, Pb, or Cd,
some Mn** jons transform to Mn** to preserve the electrical neutrality. The result is
a mixed valence system of Mn** /Mn**, with the presence of many mobile charge
carriers. This mixed valence system has been shown to exhibit very large magneto-
resistive effects. The unit cell of the crystal is sketched in Fig. 7.19. The particular
system La, c7Cag ,3MnO, displays more than a thousandfold change in resistance
with the application of a 6-T DC magnetic field. Figure 7.20 shows how the
normalized resistance, called the resis#ivity (normalized magnetoresistance) of a thin
film of the material exhibits a pronounced decrease with increasing values of the DC
magnetic field. The temperature dependence of the resistivity also displays the
unusual behavior shown in Fig. 7.21 as the temperature is lowered through the
Curie point. Although the effect of nanostructuring on these materials has not been
extensively studied, it is expected to have a pronounced influence on the magnitude
of the magnetoresistive effect.
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Figure7.19. Crystal structure of LaMnQ3, which displays colossal magneto resistancewhen the
La site is doped with Ca or Sr. (With permission from F. J. Owens and C. P. Poole Jr.,
Electromagnetic Absorption in the Copper Oxide Superconductors,Kluwer/Plenum, 1999, p.
89.)
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of La—Ca—Mn—0O in zero magnetic field. (With permission from F. J. Owens and C. P. Poole, Jr.
Electromagnetic Absorption in the Copper Oxide Superconductors,Kluwer/Plenum, 1999, p. 90.)

7.7. FERROFLUIDS

Ferrofluids, also called magnetofluids, are colloids consisting typically of 10-nm
magnetic particles coated with a surfactant to prevent aggregation, and suspended in
a liquid such as transformer oil or kerosene. The nanoparticles are single-domain
magnets, and in zero magnetic field, at any instant of time, the magnetization vector
of each particle is randomly oriented so the liquid has a zero net magnetization.
When a DC magnetic field is applied, the magnetizations of the individual
nanoparticles all align with the direction of the field, and the fluid acquires a net
magnetization. Typically ferrofluids employ nanoparticles of magnetite, Fe;Oy,.
Figure 7.22 shows the magnetization curve for a ferrofluid made of 6-nm Fe;04
particles exhibiting almost immeasurable hysteresis. Ferrofluids are soft magnetic
materials that are superparamagnetic. Interestingly, suspensions of magnetic parti-
cles in fluids have been used since the 1940s in magnetic clutches, but the particles
were larger, having micrometer dimensions. Application of a DC magnetic field to
this fluid causes the fluid to congeal into a solid mass, and in the magnetic state the
material is not a liquid. A prerequisite for a ferrofluid is that the magnetic particles
have nanometer sizes. Ferrofluids have a number of interesting properties, such as
magnetic-field-dependent anisotropic optical properties.
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Analogous propetties are observed in liquid crystals, which consist of long
molecules having large electric dipole moments, which can be oriented by the applica-
tion of an electric field in the fluid phase. Electric-field-modulated birefringence
or double refraction of liquid crystals is widely used in optical dcviccs, such as
liquid crystal displays in digital watches, and screens of portable computers. This
suggests a potential application of ferrofluids employing magnetic field induced
bifringence. To observe the behavior, the ferrotluid is sealed in a glass cell having a
thickness of several micrometers. When a DC magnetic field is applied parallel to

opm—

Figure 7.23. Picture taken through an optical microscope of chains of magnetic nanoparticles
formedm a film of a ferroftuid when the DC magnelicfield is parallelto the planeof the film [With
permission Irom H. E. Hornig et al., & Phys. Chem. Solids 62,1749 (2001).]
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the surface and the film is examined by an optical microscope, it is found that some
of the magnetic particles in the fluid agglomerate to form needle like chains parallel
to the direction of the magnetic field. Figure 7.23 depicts the chains viewed through
an optical microscope. As the magnetic field increases more particlesjoin the chains,
and the chains become broader and longer. The separation between the chains also
decreases. Figures 7.24a and 7.24b show plots of the chain separation and the chain
width as a function of the DC magnetic field. When the field is applied perpendicular
to the face of the film the ends of the chains arrange themselves in the pattern shown
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Figure 724. (a) Plot of separation of magnetic nanoparticle chains versus strength of a
magnetic field applied parallel lo the surface of the film; (b) piot of the width of the chains as
a function of DC magnetic field strength. An oersted corresponds to 10-¢ T. [Adaptedfrom H. E.
Hornig el al., J. Phys, Chem. Solids 62, 1749 {2001).]
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Figure 7.25. Optical microscope picture of 1he ends of chains of magnetic nanoparticles in a
terrofluid film when the DC magnetic field s perpendicular 1o the surface of the film. The field
strength is high enough to form Ihe hexagonal lattice configuration. [With permission from
H. E. Hornig et al., J. Phys. Chem. Solids 62, 1749 {2001}.]

in Fig. 7.25, which i also a picture taken through an optical microscope. Initially at
low fields the ends of the chains are randomly distributed in the plane of the fluid. As
the field increases a critical field is reached where the chain ends become ordered in
a two-dimensional hexagonal array as shown in Fig.7.25. This behavior is analogous
to the formation Of the vortex lattice in type Il superconductors.

The formation of the chains in the ferrofluid film when a DC magnetic field is
applied makes the fluid optically anisotropic. Light, or more generally electromag-
netic waves, have oscillatory magnetic and ¢lectric fields perpendicular to the
direction of propagation of the beam. Light is lincarly polarized when these
vibrations are confined to one plane perpendicular to the direction of propagation.
rather thnn having random transverse directions. When lincarly polarized light is
incident on a magnetofluid film to which a XC magnetic field is applied, the light
emerging from the other side of the film is elliptically polarized. Elliptically
polarized light occurs when the E and & vibrations around the direction of
propagation are confined to two mutually perpendicular planes, and the vibrations
in each plane are oat of phase. This is called the Cotton-Mouton effect. The
experimental arrangement to investigate this effect is shown in Fig. 7.26. A He-Ne
laser beam linearly polarized by a polarizer is incident on the magnetofluid film.
A DC magnetic field is applied parallel to the plane of the film. To examine the
polarizationofthe light emerging from the filn, another polarizer called an analyzer
is placed between the film and the light detector, which is a photomultiplier. The
intensity of the transmitted light is measured as a function of the orientation of the
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Figure T.28. Expesmantal arangesnent for measuring oplical polarization eflects in a farmaliuid
fim fhal has & DO mageehc fald M applied paralel lo its sudace. [With penmissian lram
H. E Hormig et g, J Phys Chen Solioe 62 1740 (2001).]

polarizing axis of the analyser grven by the angle 5 in the figure. Figure 7.27 shows
that the trumsmined light mbensity depends strongly on the angle n. These effects
could be the basis of optical switches whene the ntensity of transmined light is
switched on and off using a DU magnetic fickd, or the onentation of a polanzer,
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[Sdaplisd Iram M, E. Hiomig ef al, J Prya Chem Solos 62, 1749 (2000) ]
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Ferrofluids can also form magnctic field tunable diffraction gratings, Diffraction
is the result of interference of two or more light waves of the same wavelength
traveling paths of slightly different lengths before arriving nt a detector such as a
photographic film. When the pathlength differs by hall a wavelength, the waves
destructively interfere, resulting in a dark band on the film. When the path lengths
differ by a wavelength, then the waves constructively interfere, producing a bright
band on the iilm. A diffraction grating consists of small slits separated by distances
of the order of the wavelength of the incident light. We saw above that when a DC
magnetic field of sufficient strength is applied perpendicular to a magnetofivid film,
an equilibrium two-dimensional hexagonal laftice & formed with columns of
nanoparticles occupying the lattice sites. This structure can act as a two-dimensional
optical diffraction grating that diffracts incoming visible light. Figure 7.28 shows a
black and white picture of the chromatic (colored) rings of light and darkness
resulting fram the diffraction and interfercnee when a focused parallel beam of white
light is passed through a magnetic fluid film that has a magnetic field applied
perpendicular to it. The diffraction pattern 1 determined by the eguation

dsin® =n. (7.6)
where d is the distance between the chains of nonoparticles,® is the angle between

the outgoing light and the direction normal to the film, » is an integer, and /4 is the
wavelength of the light, We saw earlier that the distance between the chains d

Figure 7.28. Chromatic rings resulting from the diffraction and interferenceof a beam of white
light incident on a ferrofhuid film in a perpendicular DG applied magnetic field. [With permission
from™. E. Hornig et al., J. Phys. Chem. Solids 62, 1749 (2001}.]
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depends on the strength of the applied DC magnetic field. In effect, we have a
tunable diffraction grating, which can be adjusted to a specific wavelength by
changing the strength of the DC magnetic field.

Ferrofluids have a number of present commercial uses. They are employed as
contaminant exclusion seals on hard drives ofpersonal computers, and vacuum seals
for high-speed high vacuum motorized spindles. In this latter application the
ferrofluid is used to seal the gap between the rotating shaft and the pole piece
support structure, as illustrated in Fig. 1.29. The seal consists of a few drops Of
ferrofluid in the gap between the shaft and a cylindrical permanent magnet that
forms a collar around it. The fluid forms an impermeable O-ring around the shaft,
while allowing rotation of the shaft without significant friction. Seals of this kind
have been utilized in a variety ofapplications. Ferrofluids are used in audiospeakers
in the voice gap of the driver to dampen moving masses. Nature even employs
ferrofluids. For example, it is bhelieved that ferrofluids play a role in the directional
sensing of trout fish. Cells near the nose of the trout arc thought to contain a
ferrofluid of magnetite nanoparticles. When the trout changes its orientation with
respect to the Earth’s magnetic field the direction of magnetization in the ferrofluid
of the cells changes, and this change is processed by the brain to give the fish
orientational information.
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Figure 729. IHustration of the use of a ferrofiuid as a vacuum seal on a rotating magnetically
permeable shalt mounted on the pole pieces of a permanent magnet.
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OPTICAL AND VIBRATIONAL
SPECTROSCOPY

8.1. INTRODUCTION

One of the main ways to study and characterize nanoparticles is by the use of
spectroscopic techniques. We begin this chapter with some introductory comments
on the nature of spectroscopy, and then discuss various ways in which it can enhance
our understanding of nanoparticles.

There are several types of spectroscopy. Light or radiation incident on a material
with intensity 7, can be transmitted (/1), absorbed (), or reflected (/g) by it, as
shown in Fig. 8.1, and these three intensities are related by the conservation of
intensity expression

|, =1 F1, T1 (8.1)

Ordinarily the incoming or incident light /, is scanned by gradually varying its
frequency v=c/2n or wavelength A, where iv =c, and ¢=2.9979 x 10% =3 x
10%m/s is the velocity of light. In a typical case an incident photon or “particle” of
light with the energy E = A w (A =h/2x is the reduced Planck’s constant) induces a
transition of an electron from a lower energy state to a higher energy state, and as a

Introduction to Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens
ISBN 0-471-07935-9. Copyright .©) 2003 John Wiley & Sons, Inc.
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Figure 8.1. Sketch of incident electromagnetic wave intensity /o being partially absorbed /a,
partially reflected /g and partially transmitted /+ by a sample.

result light is absorbed. In transmission spectroscopy the reflected signal is
neglected, and the absorption is determined by a decrease in the transmitted intensity
It as a function of the scanning frequency w (or A), while in reflection spectroscopy
the transmission is neglected and the absorption is determined from the change /x in
the reflected light. The former is used for transparent samples and the latter, for
opaque ones. Thus spectroscopic measurements can be made by gradually scanning
E, w, or A of the incoming light beam and measuring its effect on /1 (or /), whose
amplitude is recorded during the scan. More modem equipment makes use of charge-
coupled devices (CCDs) as light detectors. These are arrays of metal oxide semi-
conductors (MOS) that consist of a p-type silicon layer, a silicon dioxide layer, and a
metal plate. Incident photons generate minority carriers, and the current is propor-
tional to the intensity of the light, and the time of exposure. These devices make
several rapid scans of the wavelength range, and in conjunction with computer pro-
cessing, they enable the recording of the complete spectrum in arelatively short time.

This chapter discusses investigations of nanomaterials using spectroscopic
techniques in the infrared and Raman regions of the spectrum (frequencies from
10" to 4 x 10" Hz, wavelengths A from 300 to 1pm), as well as visible and
ultraviolet spectroscopy (frequencies from 4 x 10 to 1.5x 10!, A from 0.8 to
0.2pm).

Another type of spectroscopy is emission spectroscopy. An incident photon 7% wq
raises an electron from its ground state E,,q to an excited energy level E,, the
electron undergoes a radiationless transition to an intermediate energy state, and then
it returns to its ground-state level, emitting in the process a photon 7 wj,m,, that can
be detected, as shown in Fig. 8.2. If the emission takes place immediately, it is called
fluorescence, and if it is delayed as a result of the finite lifetime of the intermediate
metastable state ., it is calledphosphorescence. Both types of emission paths are
referred to as luminescence, and the overall process of light absorption followed by
emission is called photoemission. Emission spectroscopy can be studied by varying
the frequency of the incident exciting light, by studying the frequency distribution of
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Figure 8.2. Energy-level diagram showing an incident photon hwg raising an electron from
its ground state Egng to an excitedstate E,, and a subsequent radiationlesstransitionto a long-
lived metastable state Emnet followed by luminescent emission of a photon hwym.

the emitted light, or by combining both techniques. Luminescent spectra will be
examined for all these variations. Light emission can also be induced by gradually
heating a sample, and the resulting thermal luminescence manifests itself by the
emission of light over a characteristic temperature range. This emission is called a
glow peak.

8.2. INFRARED FREQUENCY RANGE

8.2.1. Spectroscopy of Semiconductors; Excitons

These observations on spectroscopy that we have made are of a general nature, and
apply to all types of ultraviolet, visible, Raman, and infrared spectroscopy. Semi-
conductors are distinguished by the nature and the mechanisms of the processes that
bring about the absorption or emission of light. Incident light with photon energies
less than the bandgap energy E, passes through the sample without absorption, and
higher-energy photons can raise electrons from the valence band to the conduction
band, leaving behind holes in the valence band. Figure 8.3 presents a plot of the
optical absorption coefficient for bulk GaAs, and we see that the onset of the
absorption occurs at the bandgap edge where the photon energy 7w equals £,. The
data tabulated in Table B.7 show that the temperature coefficient dE,/dT of the
energy gap is negative for all I1I-V and 11-M semiconductors, which means that
the onset of absorption undergoes what is called a blue shift to higher energies as the
temperature is lowered, as shown on the figure. The magnitude of the absorption,
measured by the value of the absorption coefficient, also becomes stronger at lower
temperatures, as shown in Fig. 8.3.

Another important contributor to the spectroscopy of semiconductors is the
presence in the material of weakly bound excitons called Mott—Wannier excitons.
This type of exciton is a bound state of an electron from the conduction band and a
hole from the valence band attracted to each other by the Coulomb interaction
e? /4ne?eyr?, and having a hydrogen atom like system of energy levels called a
Rydbergseries, as explained in Section 2.3.3. The masses m, and my, of the electron
and the hole, respectively, in a zinc blende semiconductor are both much less than
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Figure8.3. GaAs excitonic absorption spectra near the bandgap for several temperatures. The
experimental points for the spectra are given, and the dark lines represent theoretical fits to the
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the free-electron mass my, as is clear from the data listed in Table B.8. As a result,
the effective mass m* =mgmy/(m. T my) of the exciton is significantly less that the
mass mq of a free electron. The material itself has a dielectric constant e listed in
Table B. 11, which is appreciably larger than the value gq in free space, and the result
is a system of energy levels that is related to the ground-state hydrogen atom energy
13.6eV through Eqg. (2.18):

- 13.6m* /m, oV

(8/80)°n? ¢
where the quantum number n takes on the values n =1,2,3,4,. .., with the value
n =1 for the lowest energy or ground state. It is clear from Eq. (8.2) that both the
mass ratio m*/mq and the dielectric constant ratio &/ ¢, have the effect of decreasing
the exciton energy considerably below that of a hydrogen atom, as shown in
Fig. 2.20. In bulk semiconductors the absorption spectra from excitons are generally
too weak to be observed at room temperature, but can be seen at low temperature.
Extensive ionization of excitons at room temperature weakens their absorption. The
resulting temperature dependence is illustrated by the series of spectra in Fig. 8.3,
which display excitonic absorption near the band edge that becomes more prominent
as the temperature is lowered.

Thus far we have discussed the optical absorption of the bulk semiconductor
GaAs, and spectroscopic studies of its III-V sister compounds have shown that they
exhibit the same general type of optical absorption. When nanoparticles are studied
by optical spectroscopy, it is found that there is a shift toward higher energies as the
size of the particle is decreased; this so-called blue shift is accompanied by an
enhancement of the intensity, and the exciton absorption becomes more pronounced.
The optical spectra displayed in Fig. 4.20 for CdSe illustrate this trend for the
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particle sizes 4 and 2 nm. Thus lowering the temperature influences the spectra very
much in the same way as decreasing the particle size affects them.

8.2.2. Infrared Surface Spectroscopy

The general principles of infrared (IR) spectroscopy, including Fourier transform
infrared spectroscopy (FTIR), were explained in Section 3.4.1. These spectroscopic
techniques measure the absorption of radiation by high frequency (i.e., optical
branch) phonon vibrations, and they are also sensitive to the presence of particular
chemical groups such as hydroxyl (—OH), methyl (—CHj3), imido (—NH), and
amido (—NH,). Each of these groups absorbs infrared radiation at a characteristic
frequency, and the actual frequency of absorption varies somewhat with the
environment. We discuss some results based on work of Baraton (2000).

As an example, Fig. 8.4 shows the FTIR spectrum of titania (TiO;), which
exhibits IR absorption lines from the groups OH, CO, and CO,. Titania is an
important catalyst, and IR studies help elucidate catalytic mechanisms of processes
that take place on its surface. This material has the anatase crystal structure at room
temperature, and can be prepared with high surface areas for use in catalysis. It is a
common practice to activate surfaces of catalysts by cleaning and exposure to
particular gases in oxidizing or reducing atmospheres at high temperatures to
prepare sites where catalytic reactions can take place. The spectrum of Fig. 8.4
was obtained after adsorbing carbon monoxide (CO) at 500°C on an activated titania
nanopowder surface, and subtracting the spectrum of the initial activated surface
before the adsorption. The strong carbon dioxide (CO,) infrared absorption lines in
the spectrum show that the adsorbed carbon monoxide had been oxidized to carbon

CO
COs,
OH

Absorbance
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Figure 8.4. Fourier transform infrared (FTIR) spectrum of activated titania nanopowder with
carbon monoxide (CO) adsorbed on the surface. The spectrum of the initial activated titania has
been subtracted. The negative (downward) adsorption in the OH region indicates the replace-
mentof hydroxyl groups by CO; on the surface. [FromM.-I. Baratonand L. Merhari, Nanostruct.
Mater. 10, 699 (1998).]
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dioxide on the surface. Note that the OH absorption signal is in the negative
(downward) direction. This means that the initial activated titania surface, whose
spectrum had been subtracted, had many more OH groups on it than the same
surface after CO adsorption. Apparently OH groups originally present on the surface
have been replaced by CO, groups. Also the spectrum exhibits structure in the range
from 2100 to 2400 cm ™! due to the vibrational—rotationalmodes of the CO and CO,.
In addition, the gradually increasing absorption for decreasing wavenumber shown
at the right side of the figure corresponds to a broad spectral band that arises from
electron transfer between the valence and conduction bands of the n-type titania
semiconductor.

To learn more about an infrared spectrum, the technique of isotopic substitution
can be employed. We know from elementary physics that the frequency of a simple
harmonic oscillator & of mass m and spring constant C is proportional to (C/m)'/?,
which means that the frequency «, and the energy E given by E= #iw, both
decrease with an increase in the mass m. As a result, isotopic substitution, which
involves nuclei of different masses, changes the IR absorption frequencies of
chemical groups. Thus the replacements of ordinary hydrogen 'H by the heavier
isotope deuterium “D (0.015% abundant), ordinary carbon '2C by “C (1.11%
abundant), ordinary **N by N (0.37% abundant), or ordinary '®0 by 170 (0.047%
abundant) all increase the mass, and hence decrease the infrared absorption
frequency. The decrease is especially pronounced when deuterium is substituted
for ordinary hydrogen since the mass ratio mp/my =2, so the absorption frequency
is expected to decrease by the factor +/2 = 1.414. The FTIR spectrum of boron
nitride (BN) nanopowder after deuteration (H/D exchange), presented in Fig. 8.5,
exhibits this +/2 shift. The figure shows the initial spectrum (tracing a) of the BN
nanopowder after activation at 875K, (tracing b) of the nanopowder after subsequent
deuteration, and (tracing c) after subtraction of the two spectra. It is clear that the
deuteration converted the initial B—OH, B—NH,, and B,—NH groups on the surface
to B—OD, B—ND,, and B,—ND, respectively, and that in each case the shift in
wavenumber (i.e., frequency) is close to the expected +/2. The overtone bands that
vanish in the subtraction of the spectra are due to harmonics of the fundamental BN
lattice vibrations, which are not affected by the H/D exchange at the surface. Boron
nitride powder is used commercially for lubrication. Its hexagonal lattice, with
planar B3N3 hexagons, resembles that of graphite.

A close comparison of the FTIR spectra from gallium nitride GaN nanoparticles
illustrated in Fig. 8.6 with the boron nitride nanoparticle spectra of Fig. 8.5 show
how the various chemical groups —OH, —NH,, and —NH and their deuterated
analogues have similar vibrational frequencies, but these frequencies are not pre-
cisely the same. For example, the frequency of the B—ND, spectral line of Fig. 8.5 is
somewhat lower than that of the Ga—ND, line of Fig. 8.6, a small shift that results
from their somewhat different chemical environments. The H/D exchange results of
Fig. 8.6 show that all of the Ga—OH and Ga—NH, are on the surface, while only
some of the NH groups were exchanged. Notice that the strong GaH absorption band
near 21,000 cm ' was not appreciably disturbed by the H/D exchange, suggesting
that it arises from hydrogen atoms bound to gallium inside the bulk.
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Figure8.5. FTIR spectra of boron nitride nanopowder surfaces after activationat 875K (tracing
a), after subsequent deuteration (tracing b), and (c) difference spectrum of a subtracted from b
(tracing c). [From M.-I. Baraton and L. Merhari, P. Quintard, V. Lorezenvilli, Langmuir, 9, 1486
(1993}.]

An example that demonstrates the power of infrared spectroscopy to elucidate
surface features of nanomaterials is the study of y-alumina (Al,0O3), a catalytic
material that can have a large surface area, up to 200-300m?/g, due to its highly
porous morphology. It has a defect spinel structure, and its large oxygen atoms form
a tetragonally distorted face-centered cubic lattice (see Section 2.1.2). There are one
octahedral (V1) and two tetrahedral (V) sites per oxygen atom in the lattice, and
aluminum ions located at these sites are designated by the notations viAPT and
AT respectively, in Fig. 8.7. There are a total of five configurations assumed by
adsorbed hydroxyl groups that bond to aluminum ions at the surface, and these are
sketched in the figure. The first two, types la and Ib, involve the simple cases of OH
bonded to tetrahedrally and octahedrally coordinated aluminum ions, respectively.
The remaining three cases involve the hydroxyl radical bound simultaneously to two
or three adjacent trivalent aluminum ions. The frequency shifts assigned to these five
surface species, which are listed in the figure (v(OH)), are easily distinguished by
infrared spectroscopy.

The FTIR spectra from y-alumina nanopowder before and after deuteration
presented in Fig. 8.8 display broad absorption bands with structure arising from
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Figure 8.6. FTIR reflection spectra of gallium nitride nanopowder surfaces after activation at
500°C (tracing a), after subsequent deuteration (tracing b), and difference spectrum of a
subtracted from b (tracing c). [From M.-I. Baraton, G. Carlson, and K. E. Gonsalves, Mater.
Sci. Eng. 850, 42 (1997).]

the OH and OD groups, respectively, on alumina activated at the temperature 600°C,
and spectrum (a) of Fig. 8.9 provides an expanded view of the OD region of Fig. 8.8
for y-alumina activated at 500°C. The analysis of the positions and relative
amplitudes of component lines of these spectra provide information on the distribu-
tion of aluminum ions in the octahedral and tetrahedral sites of the atomic layer at
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© © / \ / \
v AI3+ Vi A|3+ Vi A|3+ v A|3+ Vi A|3+ v A|3+ VI A|3+VI AI3+VI A|3+
Typela  Typelb Type lla Type llb Type lll
v(OH) > 3750 cm* 3720 cm™" < v(OH) < 3750 cm™  v(OH) - 3700 cm™

Figure 8.7. Five possible configurations of adsorbed hydroxyl groups bonded at tetrahedral
(wAPT) and octahedral (vAIP) sites of a y-alumina surface. [From M.-l. Baraton, in Nalwa

(2000), Vol. 2. Chapter 2, p. 116.1
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Figure 8.8. FTIR spectra of a y-alumina nanopowder surfaces after activation at 600°C (tracing
a), and after subsequent deuteration (tracing b). [From M.-I. Baraton, in Nalwa (2000), Vol. 2,
Chapter 2, p. 115.1

the surface. The differences between the y-aluminaand the 6-alumina spectra of Fig.
8.9 provide evidence that the two aluminas differ in their allocations of A" to
octahedral and tetrahedral sites. In further work the adsorption of the heterocyclic
six-membered ring compound pyridine, CsHsN, on y-alumina provided FTIR
spectra of the pyridine coordinated to different AI** Lewis acid sites. These infrared
spectral results help clarify the coordination state of aluminum ions in the surface
layer where Lewis acid sites play an important role in the catalytic activity.

Absorbance

a
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Figure 8.9. Details of FTIR surface spectra inthe deuterated hydroxyl (OD) absorption region of

y-AlzO5 (tracing a) and #-Al,Os (tracing b) nanopowders after activation at 500°C followed by
deuteration. [From M.-l. Baraton, in Nalwa (2000}, Vol. 2, Chapter 2 p. 117.]
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8.2.3. Raman Spectroscopy

The general principles of Raman spectroscopy were explained in Section 3.4.1.
Raman scattering measures the frequency shift Aw = wpponon = [Wine — Dgearl
between the incident wi,, and scattered g, light frequencies when wpnonen is an
optical phonon mode vibration. When phenon is @n acoustic phonon, the process
is called Brillouin scattering, discussed in the next section. Figure 2.10 makes it
clear that the optical mode corresponds to high-frequency lattice vibrations,
and the acoustic mode conforms to lattice vibrations at much lower frequencies:
Wacous <<a)0pt. The scattered frequency has the value wges = ®ine & @pronen Where the
negative sign in the preceding expression for Aw correspondsto a Stokes line, and the
positive sign denotes an anti-Stokes line, as explained in Section 3.4.1. These two
types of scattering that entail a change in frequency of the emitted photon are called
inelastic. When there is no frequency shift (i.e., Aw =0), then the scattering is the
elastic Rayleigh type that takes place in X-ray diffraction. Here and in the next section
we describe some Raman and Brillouin spectra from Milani and Bottani (2000).
The Raman spectrum of bulk crystalline germanium exhibits a narrow absorption
line, 2 3cm™" wide, arising from the I')s* optical phonon mode at the frequency of
300cm™?, as indicated in the inset to Fig. 8.10. When Ge is deposited on a silica
(Si0,) film, the Raman spectrum is featureless except for a broad shoulder near
270cm™', as shown in the lowest spectrum of this figure. Annealing causes the
shoulder to disappear, and the 300-cm ™ crystalline silica peak to appear. Figure 8.11
illustrates how this peak broadens and shifts to lower frequencies with decreasing
particle size. Its width decreases with an increase in temperature and annealing time,
as shown in Fig. 8.12, and these data provide an estimated particle size between 6
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Figure 8.10. Raman spectra of Ge films on SiO; substrates as deposited and after oxidation at
800 and 1000°C. [From P. Milaniand C. E. Bottani, in Nalwa (2000), Vol. 2, Chapter 4, p. 243.1
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Figure8.11. Raman spectra of Ge nanocrystallites produced by gas condensation showing the
broadening and shift to lower wavenumbers as the particle size decreases. The lowest spectrum
was obtained from ground bulk germanium. [From S. Hayashi, M. Ito, and H. Kanamori, Solid
State Commun. 44, 75 (1982).]
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Figure 8.12. Plot of full width at half maximum height (FWHM) of a Ge Raman line against
annealing time. [From D. C. Paine, C. Caragiantis, T. Y. Kim, Y. Shigesato, and T. Ishahara,
Appl. Phys. Lett. 62, 2842 (1993).]
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and 13 nm, which increases with an increase in either the temperature or the
annealing time, in accordance with the results plotted in Fig. 8.13.

Silicon nanoparticles exhibit the same behavior as their germanium counterparts
for the I'Z; optical phonon mode, which in this case is centered at 521cm™', as
indicated in Fig. 8.14. This figure illustrates how the Raman line from fine-grained
polycrystalline Si broadens and shifts to lower wavenumbers from the single-crystal
spectrum. The normalized scans in Fig. 8.15 provide the evolution of the Raman line
for spherical Si nanoparticles as the particle diameter decreases from infinity in bulk
material to 3nm. The dependence of the position of the peak absorption on the
microcrystallite size is reported in Fig. 8.16 for annealed and unannealed samples of
Si. The broadening and shift of the Si and Ge Raman lines to lower frequencies as
the particle size decreases has been attributed to phonon confinement effects in the
nanocrystals.

Raman spectra have been widely used to study carbon in its various crystallo-
graphic or allotropic forms. Diamond with the tetrahedrally bonded crystal structure
sketched in Fig. 2.8a and graphite whose structure consists of stacked planar
hexagonal sheets of the type sketched in Fig. 5.14, are the two traditional allotropic
forms of diamond. More recently fullerenes such as Cgo and nanotubes, which are
discussed at length in Chapter 5, have been discovered, and are alternate allotropic
forms of carbon. The Raman spectrum of diamond has a sharp line at 1332cm™",
while graphite has infrared-active vibrations at 867 and 1588cm™', as well as
Raman-active vibrational modes at 42, 1581, and 2710cm™". The Raman scans of
Fig. 8.17 show (a) the very narrow diamond line at 1332¢m™", and (b) the narrow
graphite stretching mode line at 1581cm™", which is called the G band. Micro-
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Figure 8.13. Plot of particle size estimated from the full width at half-maximum height (FWHM)
of a Ge Raman line versus the annealing time at three temperatures. [From D. C. Paine,
C. Caragiantis, T. Y. Kim, Y. Shigesato, and T. Ishahara, App/. Phys. Left. 62, 2842 (1993).]
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Figure 8.14. Comparison of I'y5* optical vibration Raman lines in single crystal silicon (C-Si)
and fine-grained polycrystalline Si (#C—Si). [From P. M. Fauchetand |. H. Campbell, Crit. Rev.
Solid State Mater. Sci. 14, S79 (1988).]

11 YN
i A\
SRAY
i [
! 1
," ! l‘l | —1
'l o ‘
; '.
! 1
Ef J 1 I‘. i
c L s 1 ] _
< ! [ ]
~ ; 1 i
w J ] 1y
= /. ] 1y
% g ' i
d Y 1 i —
3 ! !
K 1 "
s ! W
/ i\
B / "‘t\ 7]
e / .
-~ 7 R
be” 7’ &y
- i s
" |
500 510 520

530
SHIFT (em™)

Figure 8.15. Shift to lower wavenumbers (cm~") and broadening of the I'»s+ Raman line for
spherical particles that decrease in diameter from right to left in the sequence: bulk, 10, 6, and

3nm. [From P. M. Fauchet and I. H. Campbell, Crit. Rev. Solid State Mater. Sci. 14, S79(1988).]
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Figure 8.16. Dependence of the Raman peak frequency of the I',s™ optical phonon line of
annealed (filled circles) and unannealed (open circles) microcrystalline silicon. Broken and
dotted curves represent calculated frequencies perpendicularand parallelto a (111) Si slab, and
the curve with crosses was calculated for dispersion in the (111) direction. The solid curves
drawn through the data points for the annealed and unannealed material are guides to the eye.
[From Z. Igbal and S. Veprek, J. Phys. C. Solid State Phys. 15, 377 (1982).]

cystalline graphite (c) exhibits much broader Raman lines, as discussed below.
Figure 8.18 presents the infrared and Raman spectra of the solid fullerene Cgg, with
each line labeled with its wavenumber (cm™') value. This figure provides an
example of the fact that some vibrational normal modes are infrared-active, and
others are Raman-active.

Raman spectroscopy is sensitive to deviations from the highly ordered diamond
and graphite structures responsible for the narrow lines in Figs. 8.17a and 8.17b,
respectively. Figure 8.17c shows that microcrystalline graphite exhibits a broadened
G band at 21580 cm™’, and a similarly broadened absorption at =1355cm™"' that
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Figure8.17. Raman spectra of (a) diamond, (b) graphite, and (c) microcrystallinegraphite. The
latter spectrum shows the D band at 1355cm™~" and the G band at 1580cm~". [Adapted from
R. E. Shroder, J. R. Nernanich, and T. J. Glass, Phys. Rev. B41, 3738 {1990).]
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Figure 8.18. Infrared (a) and Raman (b) spectra of solid Cgy With the lines labeled by their
wavenumbers. [From A. M. Rao et al., Science 259, 955 (1993).]
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is referred to as the D band. The D band has been attributed to phonons that are
Raman-active because of the finite size of the microcrystals. Figure 8.19 presents a
series of Raman spectra from various forms of crystalline graphite, aswell as spectra
from four samples of amorphous carbon with graphitic features. These spectra can
be used to assess the degree of disorder and the nature of the local chemical bonding.
The log—log plot of Fig. 8.20 shows how the nanocrystal size L, is related to the
intensity ratio In/Is of the D band to the G band. The linearity extends over two
orders of magnitude, from L, =3nm to L, =300nm. The nanocrystallite sizes for
the data plotted in Fig. 8.20 had been independently determined from X-ray

scattering data.

1343
AMORPHOUS CARBON
1591
GRAPHITIC CARBON
1580 | Glassy Carbon
Polycrystalline Graphite \'// V \ 2680 2924

2710

Diamond-Like Carbon

Relsti w Intposity
Relative Intensity

1580
1360 }'984

Natural Graphite Crystal
Charcoal

1 1 1 L 1
500 1000 1500 2000 2500 3000
Wavenumber Wavenumber

(@) (b)

Figure 8.19. Raman spectra of (a) crystalline graphites and (b) noncrystalline, mainly graphitic,
carbons. The D band appears near 1355¢m™" and the G band, near 1580cm~". [From
D. S. Knight and W. B. White, J. Mafer, Sci. 4, 385 (1989).]
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Figure 8.20. Plot of the relation between the graphite particle size L, and the Raman Pband to
G-band intensity ratio /p/lg on alog-og scale. The straight line is a least-squaresfit to the data
points that provided the linear relationship L, =4.4 Ig/Ip, where L, is expressed in namometers
(10A= 1nm). [From D. S. Knight and W. B. White, J. Mater Sci. 4, 385 (1989).]

8.2.4. Brillouin Spectroscopy

Brillouin scattering is a type of Raman scattering in which the difference frequency
A® = Oppgnon = (Wine — Wgea) COITEsponds to the acoustic branch of the phonon
dispersion curves, with frequencies in the gigahertz (x10° Hz) range, as was ex-
plained in Section 3.4.1. The negative and positive signs in the expression above for
Wphonon COrrespond to Stokes and anti-Stokes lines, respectively.

Brillouin scattering has been used to study carbon films, and Fig. 8.21 compares
the spectra of thick and thin films. The thick-film result (a) provides a bulk material
response, namely, a strong central peak at zero frequency about 10GHz wide, and a
broad peak near 17GHz attributed to longitudinal acoustic (LA) phonons. This latter
frequency is consistent with the elastic moduli of carbon, which are measures of the
stretching capability of solid carbon and its chemical bonds. The dotted line
experimental spectrum of the 100 nm thick film at the top of Fig. 8.21b exhibits
three peaks which come at positions close to the solid line theoretical spectrum

Figure8.21. Brillouinspectra of (a) thick carbon film showing a Lorentzianfit to the data and (b)
100 nm thin carbon film. The upper experimentally measured spectrum of (b) is compared to the
lower calculated spectrum, which does not take into account the scattering due to surface and
structuralirregularitiesthat broadenthe experimentalspectrum. [From P. Milani and C. E. Bottani,
in Nalwa (2000), Vol. 2, Chapter 4, p. 262.]
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plotted below the experimental one. The peaks of the experimental spectrum are
much broader due to the roughness and structural irregularities of the surface. The
theoretical fit provided values for the shear modulus i = 4.0 GPa, the bulk modulus
23,7 GPa, and Poisson's ratio 1.0, consistent with the known value of the graphite
elastic constant Caq.

Acoustic phonons of nanoparticles exhibit Brillouin scattering that depends on
particle size, and an example of this is the results shown in Fig. 8.22 for Ag
nanoparticles. Figure 8.22a presents the spectra for particle diameters d=2.7, 4.1,
and 5.2nm, and Fig. 8.22b gives the dependence of the wavenumber (cm™") on the
reciprocal of the particle diameter, 1/d. The latter figure also plots the theoretically
expected results for torsional and spheroidal vibrational modes with angular
momenta /=1,2,3. A related work carried out with nucleated cordierite glass
(Mg,A1,S50;g) provided Brillouin scattering peaks with positions that were linear
with the reciprocal of the diameter 1/4 (1/D on the figure) in the range of particle
diameters from 15 to 40nm, as shown in Fig. 8.23. Small-angle neutron scattering
provided the nanoparticle diameters plotted in this figure.

Thus we have seen from Brillouin scattering data that acoustic modes shift to
higher frequencies with reduced particle size, and we have seen from Raman data
that optical modes shift to lower frequencies as the particle size is reduced.
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Figure 8.22. Low-frequency Raman shifts in the Brillouin scattering of Ag nanoparticles
embedded in SiO;: spectra for particle sizes 2.7, 4.1, and 52nm and (b) peak position as a
function of inverse particle diameter. Theoretical calculations for spheroidal (solid lines) and
torsional (dashed lines) modes with angular momenta /=0, 1 and 2 are indicated. [From
E. Duval, A. Boukenter, and B. Champagnon, Phys. Rev. Lett. 56, 2052 (1986).]



8.3. LUMINESCENCE 213

E(cm™)

20+

10

1D

0 4x107 8 107 (m-1)

Figure 823. Dependence of the Brillouin spectral peaks of cordierite glass nanoparticles on
their inverse particle diameter 1/Din the range D= 1540 nm determined by small-angle neutron
scattering. [From M. Fijii, T. Nagareda, S. Hayashi, and K. Yamamoto, Phys. Rev. 844, 6243
(1991).]

8.3. LUMINESCENCE

8.3.1. Photoluminescence

The technique of photoluminescence excitation (PLE) has become a standard one for
obtaining information on the nature of nanostructures such as quantum dots, which
are discussed in the next chapter. In bulk materials the luminescence spectrum often
resembles a standard direct absorption spectrum, so there is little advantage to
studying the details of both. High photon excitation energies above the band gap can
be the most effective for luminescence studies of bulk materials, but it has been
found that for the case of nanoparticles the efficiency of luminescence decreases at
high incoming photon energies. Nonradiative relaxation pathways can short-circuit
the luminescence at these high energies, and it is of interest to investigate the nature
of these pathways. Various aspects of luminescence spectroscopy covered in the
review by Chen (2000) are examined here.

The photoluminescence excitation technique involves scanning the frequency of
the excitation signal, and recording the emission within a very narrow spectral range.
Figure 8.24 illustrates the technique for the case of —5.6-nm CdSe quantum dot
nanoparticles. The solid line in Fig. 8.24a plots the absorption spectrum in the range
from 2.0 to 3.1eV, and the superimposed dashed line shows the photoluminescence
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Figure 8.24. Spectra taken at 10K for 5.6 nm diameter CdSe quantum dots: (a) absorption
spectrum (solid line) and photoluminescence spectrum (dashedline) obtained with excitation at
2.655eV (467 nm); (b) photoluminescencespectrum obtained with the emission position marked
by the downward pointing arrow on the upper plot. [From D. J. Norris,and M . G. Bawendi, Phys.
Rev. B53, 16338 (1996).]

response that appears near 2.05eV. The sample was then irradiated with a range of
photon energies of 2.13-3.5eV, and the luminescence spectrum emitted at the
photon energy of 2.13eV is shown plotted in Fig. 8.24b as a function of the
excitation energy. The downward-pointing arrow on Fig. 8.24a indicates the position
of the detected luminescence. It is clear from a comparison of the absorption and
luminescence spectra of this figure that the photoluminescence (b) is much better
resolved.

The excitation spectra of nanoparticles of CdSe with a diameter of 3.2 nm exhibit
the expected band-edge emission at 2.176eV at the temperature 77 K, and they also
exhibit an emission signal at 1.65eV arising from the presence of deep traps, as
explained in Section 2.3.1. Figure 8.25 compares the PLE spectra for the band-edge
and deep-trap emissions with the corresponding absorption, and we see that the band-
edge emission is much better resolved. This is because, as is clear from Fig. 4.20,
each particle size emits light at a characteristic frequency so the PLE spectrum reflects
the emission from only a small fraction of the overall particle size distribution.
Shallow traps that can be responsible for band-edge emission have the same particle
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Figure 8.25. Spectrafor CdSe nanoparticles of diameter 3.2 nm, showing absorption spectrum
(solid line), excitation spectrum for emission at the 2.175-eV band-edgefluorescence maximum
(dark dashed line), and excitation spectrum for emission at the 1.65-eV deep-trap level (light
dashed line). [From W. Hoheisel, V. L. Colvin, C. S. Johnson, and A. P. Alivisatos, J. Chem.
Phys. 101, 8455 (1994).]

size dependence in their spectral response. This considerably reduces the inhomoge-
neous broadening, and the result is a narrowed, nearly homogeneous spectrum. The
emission originating from the deep traps does not exhibit this same narrowing, which
explains the low resolution of the 1.65eV-emission spectrum of Fig. 8.25.

We mentioned above that there is a blue shift, that is, a shift of spectral line
positions to higher energies as the size of a nanoparticle decreases. This is dra-
matically illustrated by the photoluminescence emission spectra presented in
Fig. 8.26 arising from seven quantum dot samples ranging in size from = 1.5nm
for the top spectrum to —4.3nm for the bottom spectrum. We see that the band edge
gradually shifts to higher energies, and the distances between the individual lines
also gradually increase with the decrease in particle size. Another way to vary
spectral parameters is to excite the sample with a series of photon energies and
record the fluorescence spectrum over a range of energies, and this produces the
series of spectra illustrated in Fig. 8.27. On this figure the peak of the fluorescence
spectrum shifts to higher energies as the excitation photon energy increases. We also
notice from the absorption spectrum, presented at the bottom of the figure for
comparison purposes, that for all photon excitation energies the fluorescence
maximum is at lower energies than the direct absorption maximum.

8.3.2. Surface States

As nanoparticles get smaller and smaller, the percentage of atoms on the surface
becomes an appreciable fraction of the total number of atoms. For example, we see
from Table 2.1 that a 5.7-nm-diameter FCC nanoparticle formed from atoms with a
typical diameter of d =0.3nm (shell 10 in the table) has 28% of its 2869 atoms on
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Figure 8.26. Normalized photoluminescence excitation spectra for seven CdSe quantum dots
ranging in size from —1.5 nm (top spectrum) to —4.3 nm (bottom spectrum). [From D. J. Norris
and M. G. Bawendi, Phys. Rev. B53, 16338 {1996).]

the surface, and a smaller (2.1-nm) nanoparticle (shell 4) has 63% of its 147 atoms
on the surface. Irregularities of the surface topology can provide electron and hole
traps during optical excitation. The presence of trapped electron—hole pairs bleaches
the exciton absorption, but this absorption recovers when the trapped electron—hole
pairs decay away. We will describe how this complex process has been studied by
time-resolved laser spectroscopy, which furnishes us with details about how the
initial excitation energy passes through various intermediate states before finally
being dissipated.

The surface states of two nanoparticles of CdS with dimensions of 3.4 and
4.3nm, respectively, were studied by fluorescence spectroscopy. We see from the
resulting spectra presented in Fig. 8.28 that they each exhibit a sharp fluorescence at
435 and 480nm, respectively, arising from excitons, and a broad fluorescence
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Figure 8.27. Fluorescencespectrafor 3.2-nm-diameterCdSe nanocrystalsfor various indicated
excitation energies at 77K: (a) experimental and (b) simulated spectra. For comparison
purposes, the experimental absorption spectrum is shown at the bottom left. [From W. Hoheisel,
V. L. Colvin, C. S. Johnson, and A. P. Alivisatos, J. Chem. Phys. 101, 8455 (1994).]
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Figure 8.28. Fluorescence spectra for two samples of CdS nanoparticles obtained before (solid
lines) and after (dashed lines) the addition of 1073M nitromethane CHzNO,. [From
A. Hasselbarth, E. Eychmuller, and H. Well, Cbhem. Phys. Lett. 203, 271 (1993).]
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emission at longer wavelengths. We also see from this figure that the addition of
nitromethane (CH3NO,) quenches the fluorescence by bringing about a shift toward
longer wavelengths, plus an appreciable decrease in the magnitude of the broad
band, and in addition it practically eliminates the sharp exciton emission. The
temperature dependence of the excitonic and trapped carrier recombination fluor-
escence bands from CdS nanoparticles both exhibit a decrease in intensity and a shift
toward longer wavelengths when the temperature is raised from 4 to 259K, as
illustrated in Fig. 8.29. These spectral data suggest that the hole traps lie much
deeper (i.e., have much lower energies) than do electron traps.

To try and elucidate the mechanisms involved in the exciton relaxation and the
detrapping of electrons, the time dependencies of the excitonic fluorescence and the
trapped fluorescence were determined at a series of temperatures from 4 to 269K,
and the results are displayed in Figs. 8.30 and 8.3 1, respectively. Both types of decay
were found to have a complicated multiexponential behavior, with the rates of decay
changing as the processes proceeded. The decay time was shortest for the excitonic
emission at intermediate temperatures, requiring the time 7, , of less than 10ns for
the decay to reach half of its initial intensity at 121K. In contrast to this, the trapped
fluorescence decayed much more slowly, being particularly slow at intermediate
temperatures, with the rate constant 7y, =100 nsec at 70K. It had been determined
independently that the trapping of electrons in CdS nanoparticles is extremely fast,
in the picosecond (ps) time range requiring 1075 or less time to complete the
trapping, so all the trapped electrons are in place before there is an appreciable onset
of the fluorescence.

To probe into spectral changes that take place during the initial extremely short
picosecond timescale (1000ps = 1ns, or 1ps=10"ns =10"" s), the data from
decay curves of the type presented in Figs. 8.30 and 8.31 were used to reconstruct
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Figure 8.29. Fluorescence spectra of CdS nanoparticles (sample Il of Fig 8.28) recorded at a
series of temperatures from 4 to 259K, using A =360nm excitation. [From A. Eychmuller,
A. Hasselbarth, L. Katsicas, and H. Weller, Ber. Bunsen-Ges. Phys. Chem. 95, 79 (1991).]
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Figure8.30. Decay curves for exciton fluorescence of CdS nanoparticles (samplell of Fig 8.28).
[From A. Eychmulleret al., Ber Bunsen-Ges. Phys. Chem. 95, 79 (1991).]

Intensity (arb. units)

0] 100 200 300
Time (ns)

Figure 8.31. Decay curves for the trapped fluorescence of CdS nanoparticles (sample II of
Fig 8.28). [From A. Eychmuller et al., Ber. Bunsen-Ges. Phys. Chem. 95, 79 (1991).]
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luminescence spectra at various times during the early stages of the emission
process, and the results are presented in Fig. 8.32. The four spectra at the top of
the figure cover the timespan from 0.05to 1ns, and they demonstrate that there is a
gradual shift of the ~556 nm spectral line peak toward longer wavelengths during
the first nanosecond of the emission, with the spectral features remaining stable
during the remainder of the decay. The initial extremely fast component of the decay,
for times less than 0.05 ns, arises from resonant emission, and the subsequent fast
component that underwent the wavelength shift A4~ 2nm shown in Fig. 8.32 was
attributed to longitudinal optical (LO) phonon vibrations.

The model sketched in Fig. 8.33 has been proposed to explain these results. The
initial 400-nm laser excitation produces electron—hole pairs that either form free
excitons or become trapped at surface states. Some of the free excitons decay rapidly
by the emission of a ~1.87-eV photon, and others quickly become trapped and then
decay almost as rapidly with the emission of a [.85-eV photon. The electron—hole
pairs trapped at surface states decay much more slowly, either radiatively by the
emission of photons in the range from 1.77 to 1.83eV, or nonradiatively. The rapid
decays occur over a picosecond timescale, and the slower decays over a nanosecond
timescale. This model provides a reasonable explanation of the dynamics of the
nanoparticle luminescence that we have been discussing.

250450 ps

450650 ps

660 ps—1 ns

550 555 560 565 570
Wavelength (nm)

Figure 8.32. Time resolved CdS luminescence spectra of the 75cm™" shift toward longer

wavelengths of the 556-nm line during the first nanosecond after the onset of the emission. The
excitation was at the wavelength | =549nm. The intensities of the spectra were adjusted to
facilitate lineshape comparison. [From M. G. Bawendi, P. J. Carroll, W. L. Wilson, and E. L. Brus,
J. Chem. Phys. 96, 946 (1992).]
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Figure 8.33. Sketch of a model to explain the luminescence emission from laser-generated
electron—hole pairs in medium sized CdSe nanocrystals. [Adaptedfrom P. Lefebvre,H. Matthieu,
J. Allegre, T. Richard, A. Combettes-Roos, M. Pauthe,and W. Granier, Semicond. Sci. Tech.12,
598 (1997).]

8.3.3. Thermoluminescence

Another spectral technique that can provide information on surface states, detrapping,
and other processes involved in light emission from nanoparticles is thermolumines-
cence, the emission of light brought about by heating. Sometimes electron—hole
pairs produced by irradiating a sample do not recombine rapidly, but become trapped
in separate metastable states with prolonged lifetimes. The presence of traps is
especially pronounced in small nanoparticles where a large percentage of the atoms
are at the surface, many with unsatisfied chemical bonds and unpaired electrons.
Heating the sample excites lattice vibrations that can transfer kinetic energy to
electrons and holes held at traps, and thereby release them, with the accompaniment
of emitted optical photons that constitute the thermal luminescence.

To measure thermoluminescence, the energy needed to bring about the release of
electrons and holes from traps is provided by gradually heating the sample, and
recording the light emission as a function of temperature, as shown in Fig. 8.34 for
CdS residing in the cages of the material zeolite-Y, which will be discussed in the
next section. The energy corresponding to the maximum emission, called the glow
peak, is the energy needed to bring about the detrapping, and it may be considered as
a measure of the depth of the trap. This energy, however, is generally insufficient to
excite electrons from their ground states to excited states. For example, at room
temperature (300 K) the thermal energy kgT'= 25.85meV is far less than typical gap
energies £,, although it is comparable to the ionization energies of many donors and
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Figure 8.34. Glow curves d Cds clustersin zeolite-Y for CdS loadings d 1, 3, 5, and 20wt%
(curves1—4, respectively). Curve 5 is for bulk CdS, and curve 6 is for a mechanical mixture d
CdS with zeolite-Y powder. [FromW. Chen,Z. G. Wang,and L. Y. Lin, J. Lumin. 71,151(1997).]

acceptors in semiconductors (see Table B.10). It is quite common for trap depths to
be in the range of thermal energies.

8.4. NANOSTRUCTURESIN ZEOLITE CAGES

An example of the efficacy of thermoluminescence to provide information on
nanostructures is provided by studies of cadmium sulfide (CdS) clusters introduced
into the cages of zeolite-Y. This material, which is found in nature as the mineral
faujasite (Na,,Ca)(Al;Sis)Oq, - 8H,O, is cubic in structure with lattice constant
a=2474nm. It has a porous network of silicate (SiO4) and aluminate (AlO4)
tetrahedra that form cube-octahedral cages —0.5nm in diameter, called sodalite
cages, since they resemble those found in the mineral sodalite Na;A13Si;01,Cl. The
Al and Si atoms are somewhat randomly distributed in their assigned lattice sites.
The sodalite cages have entrance windows ~0.25nm in diameter. There are also
larger supercages with diameter —1.3nm, and —0.75-nm windows. Figure 8.35
shows a sketch of the structure with tetrahedrally bonded Cd4S4 cubic clusters
occupying the sodalite cages, and with the supercage in the center empty.

As the CdS is introduced into the sodalite, it initially tends to enter the sodalite
cages shown in Fig. 8.35, but it can also form clusters in the supercages, especially
for higher loading. In addition, clusters of CdS in near-neighbor pores can connect to
form larger effective cluster sizes. Thus, as the loading increases, the average cluster
size also increases. The ultraviolet (200—400 nm) and blue-green—yellow range
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(1L

Figure 8.35. Sketch of zeolite-Y structure showing six sodalite cages (diameter —0.5 nm)
occupied by Cd4S,4 tetrahedral clusters, and one empty supercage (diameter —1.3 nm) in the
center. (From H. Herron and Y. Wang, in Nanomaterials, Synthesis, Properties and Applications,
A. S. Edelstein, ed., IOP, Bristol, UK, 1996, p. 73.)
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Figure 8.36. Reflectance spectra of CdS clusters in zeolite-Y, with CdS loadings of 1, 3, 5, and
20wi% correspondingto curves 1, 2, 3, and 4, respectively. [From W. Chen et al., J. Lumin. 71,

151 (1997).]
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Figure 8.37. Dependence of thermoluminescentand phosphorescent intensities of CdS clus-
ters in zeolite-Y on the CdS loading. [From W. Chen et al., J. Lumin. 71, 151 (1997).]

(400-600nm) optical absorption spectra shown in Fig. 8.36 exhibit a shift to the red
(toward longer wavelengths) as the loading increases from 1 to 5% in zeolite-Y, as
expected from the increase in the average cluster size with greater loading. At 20%
loading the spectrum corresponds to that of bulk CdsS, suggesting that some bulk
phase has formed outside the zeolite pores. The photoluminescence is low for low
CdS loading, increases in intensity as CdS is added, then falls off again for high
loadings, as shown in Fig. 8.37. In contrast to this, the thermoluminescence glow
curve intensity is highest for low loading, and decreases in intensity as the loading
increases, as indicated by the data presented in Figs. 8.34 and 8.37. This is explained
by the presence of trapped carriers introduced into the CdS clusters during sample
processing. These carriers are detrapped by the thermal energy added to the sample
near the temperature 375K of the thermoluminescence peak in Fig. 8.34, the tem-
perature where the thermal energy kg T equals the trap depth. The smaller clusters
associated with low loading have more surface states, and hence more electrons
to detrap and contribute to the glow peak. The increase in quantum confinement
characteristic of smaller clusters also contributes to the increase in recombination
probability, with the resulting enhanced thermoluminescence.
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QUANTUM WELLS, WIRES,
AND DOTS

9.1. INTRODUCTION

When the size or dimension of a material is continuously reduced from a large or
macroscopic size, such as a meter or a centimeter, to a very small size, the properties
remain the same at first, then small changes begin to occur, until finally when the
size drops below 100nm, dramatic changes in properties can occur. If one dimension
is reduced to the nanorange while the other two dimensions remain large, then we
obtain a structure known as a quantum well. If two dimensions are so reduced and
one remains large, the resulting structure is referred to as a quantum wire. The
extreme case of this process of size reduction in which all three dimensions reach the
low nanometer range is called a quantum dot. The word quantum is associated with
these three types of nanostructures because the changes in properties arise from the
qguantum-mechanical nature of physics in the domain of the ultrasmall. Figure 9.1
illustrates these processes of diminishing the size for the case of rectilinear geometry,
and Fig. 9.2 presents the corresponding reductions in curvilinear geometry. In this
chapter we are interested in all three of these ways to decrease the size. In other
words, we probe the dimensionality effects that occur when one, two, or all three
dimensions becomes small. Of particular interest is how the electronic properties are

Introduction to Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.
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Figure 9.1. Progressive generation of rectangular nanostructures.
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Figure 9.2. Progressive generation of curvilinear nanostructures.

altered by these changes. Jacak et al. (1998) have surveyed the field of quantum
nanostructures.

9.2. PREPARATIONOF QUANTUM NANOSTRUCTURES

One approach to the preparation of a nanostructure, called the bottom-up approach,
is to collect, consolidate, and fashion individual atoms and molecules into the
structure. This is carried out by a sequence of chemical reactions controlled by
catalysts. It is a process that is widespread in biology where, for example, catalysts
called enzymes assemble amino acids to construct living tissue that forms and
supports the organs of the body. The next chapter explains how nature brings about
this variety of self-assembly.

The opposite approach to the preparation of nanostructures is called the top—-down
method, which starts with a large-scale object or pattern and gradually reduces its
dimension or dimensions. This can be accomplished by a technique called litho-
gruphy which shines radiation through a template on to a surface coated with a
radiation-sensitive resist; the resist is then removed and the surface is chemically
treated to produce the nanostructure. A typical resist material is the polymer
polymethyl methacrylate [Cs;0,Hg], with a molecular weight in the range from
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Figure 9.3. (a) Gallium arsenide quantum well on a substrate; (b) quantum wire and quantum
dot formed by lithography.

10° to 10° Da (see Section 11.2.1). The lithographic process is illustrated by starting
with a square quantum well located on a substrate, as shown in Fig. 9.3a. The final
product to be produced from the material (e.g., GaAs) of the quantum well is either a
guantum wire or a quantum dot, as shown in Fig. 9.3b. The steps to be followed in
this process are outlined in Fig. 9.4.
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Figure 9.4. Steps in the formation of a quantum wire or quantum dot by electron-beam
lithography: (a) initial quantum well on a substrate, and covered by a resist; (b) radiation with
sample shielded by template; (c) configuration after dissolving irradiated portion of resist by
developer; (d) disposition after addition of etching mask; (e) arrangement after removal of
remainderof resist; (f) configuration after etching away the unwanted quantum-well material; (g)
final nanostructure on substrate after removal of etching mask. [See also T. P. Sidiki and
C. M. 8. Torres, in Nalwa (2000), Vol. 3, Chapter 5, p. 250.1
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The first step of the lithographic procedure is to place a radiation-sensitive resist
on the surface of the sample substrate, as shown in Fig. 9.4a. The sample is then
irradiated by an electron beam in the region where the nanostructure will be located,
as shown in Fig. 9.4b. This can be done by using either a radiation mask that
contains the nanostructure pattern, as shown, or a scanning electron beam that strikes
the surface only in the desired region. The radiation chemically modifies the exposed
area of the resist so that it becomes soluble in a developer. The third step in the
process (Fig. 9.4c) is the application of the developer to remove the irradiated
portions of the resist. The fourth step (Fig. 9.4d) is the insertion of an etching mask
into the hole in the resist, and the fifth step (Fig. 9.4e) consists in lifting off the
remaining parts of the resist. In the sixth step (Fig. 9.4f) the areas of the quantum
well not covered by the etching mask are chemically etched away to produce the
guantum structure shown in Fig. 9.4f covered by the etching mask. Finally the
etching mask is removed, if necessary, to provide the desired quantum structure
(Fig. 9.4g), which might be the quantum wire or quantum dot shown in Fig. 9.3b.

In Chapter 1 we mentioned the most common process called electron-beam
lithography, which makes use of an electron beam for the radiation. Other types of
lithography employ neutral atom beams (e.g., Li, Na, K, Rb, Cs), charged ion beams
(e.g., Ga™), or electromagnetic radiation such as visible light, ultraviolet light, or X
rays. When laser beams are utilized, frequency doublers and quadruplers can bring the
wavelength into a range (e.g., A~ 150nm) that is convenient for quantum-dot
fabrication. Photochemical etching can be applied to a surface activated by laser light.

The lithographic technique can be used to make more complex quantum
structures than the quantum wire and quantum dot shown in Fig. 9.3b. For example
one might start with a multiple quantum-well structure of the type illustrated in
Fig. 9.5, place the resist on top of it, and make use of a mask film or template with
six circles cut out of it, as portrayed at the top of Fig. 9.5. Following the lithographic
procedure outlined in Fig. 9.4, one can produce the 24-quantum-dot array consisting
of six columns, each containing four stacked quantum dots, that is sketched in

Template

/ Resist
f

= Q-Wells

Substrate

Figure 9.5. Four-cycle multiple-quantum-well arrangement mounted on a substrate and
covered by a resist. A radiation shielding template for lithography is shown at the top.
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Figure 9.6. Quantum-dot array formed by lithography from the initial configuration of Fig. 9.5.
This 24-fold quantum-dot array consists of six columns of four stacked quantum dots.

Fig 9.6. As an example of the advantages of fabricating quantum dot arrays, it
has been found experimentally that the arrays produce a greatly enhanced photo-
luminescent output of light. Figure 9.7 shows a photoluminescence (PL) spectrum
from a quantum-dot array that is much more than 100 times stronger than the
spectrum obtained from the initial multiple quantum wells. The principles behind the
photoluminescence technique are described in Section 8.3.1. The main peak of the
spectrum of Fig. 9.7 was attributed to a localized exciton (LE), as explained in
Section 9.4. This magnitude of enhancement shown in the figure has been obtained
from initial samples containing, typically, a 15-period superlattice (SL) of alternating
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Figure 9.7. Photoluminescence spectrum of an array of 60-nm-diameter quantum dots formed
by lithography, compared with the spectrum of the initial as-grown multiple quantum well. The
intense peak at 0.7654 eV is attributed to localized excitons (LE) in the superlattice (SL). The
spectrawere taken at temperature 4 K. [From T. P. Sidikiand C. M. S. Torres, in Nalwa (2000),
Vol. 3, Chapter 5, p. 251.]
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3-nm-thick layers of Si and Sig 7Geg 5 patterned into quantum-dot arrays consisting
of 300-nm-high columns with 60 nm diameters and 200 nm separations.

9.3. SIZE AND DIMENSIONALITY EFFECTS

9.3.1. Size Effects

Now that we have seen how to make nanostructures, it is appropriate to say
something about their sizes relative to various parameters of the system. If we
select the type 1l1-V semiconductor GaAs as a typical material, the lattice constant
from Table B.1 (of Appendix B) is a = 0.565nm, and the volume of the unit cell is
(0.565)3 =0.180 nm>. The unit cell contains four Ga and four As atoms. Each of
these atoms lies on a face-centered cubic (FCC) lattice, shown sketched in Fig. 2.3,
and the two lattices are displaced with respect to each other by the amount § £ 1
along the unit cell body diagonal, as shown in Fig. 2.8. This puts each Ga atom in
the center of a tetrahedron of As atoms corresponding to the grouping GaAs,, and
each arsenic atom has a corresponding configuration AsGa,. There are about 22 of
each atom type per cubic nanometer, and a cube-shaped quantum dot 10nm on a
side contains 5.56 x 10> unit cells.

The question arises as to how many of the atoms are on the surface, and it will be
helpful to have a mathematical expression for this in terms of the size of a particle
with the zinc blende structure of GaAs, which has the shape of a cube. If the initial
cube is taken in the form of Fig. 2.6 and nanostructures containing »*> of these unit
cells are built up, then it can be shown that the number of atoms Ny on the surface,
the total number of atoms Ny, and the size or dimension d of the cube are given by

Ng = 12n° 9.1)
Ny =8n* T6n? +3n 9.2)
d =na =0.565n (9.3)

here a = 0.565 nm is the lattice constant of GaAs, and the lattice constants of other
zinc blende semiconductors are given in Table B.l. These equations, (9.1+9.3),
represent a cubic GaAs nanoparticle with its faces in the x-y, y—z, and z—x planes,
respectively. Table 9.1 tabulates Ng, N, d, and the fraction of atoms on the surface
Ng /N7, for various values of n. The large percentage of atoms on the surface for
small n is one of the principal factorsthat differentiatesproperties of nanostructures
from those of the bulk material. An analogous table could easily be constructed for
cylindrical quantum structures of the types illustrated in Figs. 9.2 and 9.6.
Comparing Table 9.1, which pertains to a diamond structure nanoparticle in the
shape of a cube, with Table 2.1, which concerns a face-centered cubic structure
nanoparticle with an approximately spherical shape, it is clear that the results are
qualitatively the same. We see from the comparison that the FCC nanoparticle has a
greater percentage of its atoms on the surface for the same total number of atoms in
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Table 9.1. Number of atoms on the surface Ng, number in the volume Ny, and percentage
of atoms Ng/Ny on the surface of a nanoparticle®

Size na Total Number Number of Percent of Atoms

n (nm) of Atoms Surface Atoms on Surface
2 1.13 94 48 51.1
3 1.70 279 108 38.7
4 2.26 620 192 31.0
5 2.83 1165 300 25.8
6 3.39 1962 432 22.0
10 5.65 8630 1200 13.9
15 8.48 2.84 x 10° 2700 95
25 14.1 1.29x 10° 7500 58
50 28.3 1.02x 10° 3.0 x 10* 29
100 56.5 8.06 x 10° 1.2x 10° 15

""The nanoparticle has a diamond lattice structure in the shape of a cube » unit cells on a side, having a
width na, where a is the unit cell dimension. Column 2 gives sizes for GaAs, which has a = 0.565nm.

the particle. This is expected because according to the way the calculation was
carried out, only one of the two types of atoms in the GaAs structure contributes to
the surface.

A charge carrier in a conductor or semiconductor has its forward motion in an
applied electric field periodically interrupted by scattering off phonons and defects.
An electron or hole moving with a drift velocity v will, on the average, experience a
scattering event every t seconds, and travel a distance | called the mean free path
between collisions, where

| =vt (9.4)

This is called intraband scattering because the charge carrier remains in the same
band after scattering, such as the valence band in the case of holes. Mean free paths
in metals depend strongly on the impurity content, and in ordinary metals typical
values might be in the low nanometer range, perhaps from 2 to 50nm. In very pure
samples they will, of course, be much longer. The resistivity of a polycrystalline
conductor or semiconductor composed of microcrystallites with diameters signifi-
cantly greater than the mean free path resembles that of a network of interconnected
resistors, but when the microcrystallite dimensions approach or become less than |,
the resistivity depends mainly on scattering off boundaries between crystallites. Both
types of metallic nanostructures are common.

Various types of defects in a lattice can interrupt the forward motion of
conduction electrons, and limit the mean free path. Examples of zero-dimensional
defects are missing atoms called vacancies, and extra atoms called interstitial atoms
located between standard lattice sites. A vacancy—interstitial pair is called a Frenkel
defect. An example of a one-dimensional dislocationis a lattice defect at an edge, or
a partial line of missing atoms. Common two-dimensional defects are a boundary



9.3. SIZE AND DIMENSIONALITY EFFECTS 233

between grains, and a stacking fault arising from a sudden change in the stacking
arrangement of close-packed planes. A vacant space called a pore, a cluster of
vacancies, and a precipitate of a second phase are three-dimensional defects. All of
these can bring about the scattering of electrons, and thereby limit the electrical
conductivity. Some nanostructures are too small to have internal defects.

Another size effect arises from the level of doping of a semiconductor. For typical
doping levels of 10'# to 10'® donors/cm® a quantum-dot cube 100 nm on a side
would have, on the average, from 10~! to 10* conduction electrons. The former
figure of 10~! electrons per cubic centimeter means that on the average only 1
quantum dot in 10 will have one of these electrons. A smaller quantum-dot cube
only 10nm on a side would have, on the average 1 electron for the 108 doping level,
and be very unlikely to have any conduction electrons for the 10 doping level. A
similar analysis can be made for quantum wires and quantum wells, and the results
shown in Table 9.2 demonstrate that these quantum structures are typically
characterized by very small numbers or concentrations of electrons that can carry
current. This results in the phenomena of single-electrontunneling and the Coulomb
blockade discussed below.

9.3.2. Conduction Electrons and Dimensionality

We are accustomed to studying electronic systems that exist in three dimensions, and
are large or macroscopic in size. In this case the conduction electrons are
delocalized and move freely throughout the entire conducting medium such as a
copper wire. It is clear that all the wire dimensions are very large compared to the
distances between atoms. The situation changes when one or more dimensions of
the copper becomes so small that it approaches several times the spacings between
the atoms in the lattice. When this occurs, the delocalization is impeded and the
electrons experience confinement. For example, consider a flat plate of copper that is
10cm long, 10cm wide, and only 3.6 nm thick. This thickness corresponds to the
length of only 10 unit cells, which means that 20% of the atoms are in unit cells at
the surface of the copper. The conduction electrons would be delocalized in the
plane of the plate, but confined in the narrow dimension, a configuration referred to
as aquantum well. A quantum wire is a structure such as a copper wire that is long in

Table 9.2. Conduction electron content of smaller size (on left) and larger size (on right)
quantum structures containing donor concentrations of 10**-10*€ ¢m—3

Quantum Electron Electron

structure Size Content Size Content

Bulk material — 104-10"%cm™3 — 10-10'%cm?

Quantum well ~ 10nm thick 1-10% pm—2 100nm thick 10~10° pm 2

Quantum wire  10x 10-nm 1072210 um™  100nm x 100nm  1-10*pm™"
cross section Ccross section

Quantumdot  10nm on aside 107*-1 100nm on a side  107-10°
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Table 9.3. Delocalization and confinement dimensionalities of quantum

nanostructures

Quantum Structure Delocalization Dimensions Confinement Dimensions
Bulk conductor 3(x%2) 0

Quantum well 2 (x,¥) 1 (2)

Quantum wire 1 (2) 2 (x, y)

Quantum dot 0 3(x,¥2)

one dimension, but has a nanometer size as its diameter. The electrons are
delocalized and move freely along the wire, but are confined in the transverse
directions. Finally, a quantum dot, which might have the shape of a tiny cube, a short
cylinder, or a sphere with low nanometer dimensions, exhibits confinement in all
three spatial dimensions, so there is no delocalization. Figures 9.1 and 9.2, as well as
Table 9.3. summarize these cases.

9.3.3. Fermi Gas and Density of States

Many of the properties of good conductors of electricity are explained by the
assumption that the valence electrons of a metal dissociate themselves from their
atoms and become delocalized conduction electrons that move freely through the
background of positive ions such as Na* or Ag*. On the average they travel a mean
free path distance / between collisions, as mentioned in Section 9.3.1. These
electrons act like a gas called a Fermi gas in their ability to move with very little
hindrance throughout the metal. They have an energy of motion called kinetic
energy, E =%mv2 = p?/2m, where m is the mass of the electron, v is its speed or
velocity, and p = mv is its momentum. This model provides a good explanation of
Ohm’s law, whereby the voltage V and current | are proportional to each other
through the resistance R, that is, V =IR.

In a quantum-mechanical description the component of the electron’s momentum
along the x direction p, has the value p, =%k, where # =h/2n, h is Planck’s
universal constant of nature, and the quantity k, is the x component of the
wavevector k. Each particular electron has unique &, &,, and k, values, and we
saw in Section 2.2.2 that the k.. k,, &, values of the various electrons form a lattice in
k space, which is called reciprocal space. At the temperature of absolute zero, the
electrons of the Fermi gas occupy all the lattice points in reciprocal space out to a
distance k; from the origin k =0, corresponding to a value of the energy called the
Fermi energy Eg, which is given by

We assume that the sample is a cube of side L, so its volume Vin ordinary coordinate
space is V =L3. The distance between two adjacent electrons in k space is 2n/L,
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and at the temperature of absolute zero all the conduction electrons are equally
spread out inside a sphere of radius &, and of volume 4rk?/3 in k space, as was
explained in Section 2.2.2. This equal density is plotted in Fig. 9.8a for the
temperature absolute zero or OK, and in Fig. 9.8b we see that deviations from
equal density occur near the Fermi energy Ey level at higher temperatures.

The number of conduction electrons with a particular energy depends on the
value of the energy and also on the dimensionality of the space. This is because in
one dimension the size of the Fermi region containing electrons has the length 24,
in two dimensions it has the area of the Fermi circle nkZ, and in three dimensions it
has the volume of the Fermi sphere 4nk? /3. These expressions are listed in column 3
of Table A. 1 (of Appendix A). If we divide each of these Fermi regions by the size of
the corresponding k-space unit cell listed in column 2 of this table, and make use of
Eqg. (9.5) to eliminate &, we obtain the dependence of the number of electrons N on
the energy E given on the left side of Table 9.4, and shown plotted in Fig. 9.9. The
slopes of the lines N(E) shown in Fig. 9.9 provide the density of states D(E), which
is defined more precisely by the mathematical derivative D(E) = dN /dE, corres-
ponding to the expression dN = D(E)dE. This means that the number of electrons
dN with an energy E within the narrow range of energy d£ =E, —E, is propor-
tional to the density of states at that value of energy. The resulting formulas for D(E)
for the various dimensions are listed in the middle column of Table 9.4, and are
shown plotted in Fig. 9.10. We see that the density of states decreases with
increasing energy for one dimension, is constant for two dimensions, and increases
with increasing energy for three dimensions. Thus the density of states has quite a
different behavior for the three cases. These equations and plots of the density of
states are very important in determining the electrical, thermal, and other properties

KE)

Er E
(@)
f(E) kgT
] > e

(b)

Figure 9.8. Fermi—Dirac distribution function f(E), indicating equal density in k space, plotted
for the temperatures(a) T =0and (b) 0 < T « T¢. (FromC. P. Poole, Jr., Handbook of Physics,
Wiley, New York, 1998, p. 138.)
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Table 9.4. Number of electrons Nand density of states I{E) = dNE)/dE
as afunction of the energy E for conduction electrons delocalized in
one, two, and three spatial dimensions?®

Delocalization

Number of Electrons N Density of States D(E) Dimensions
N =K,E'/? D(E) = 1K E~'/?

N =KE D(E) =K, 2

N = KE*? D(E) = 3K,E'? 3

"The values of the constants K, K, and K; are given in Table A.2 (of Appendix A).

of metals and semiconductors, and make it clear why these features can be so
dependent on the dimensionality. Examples of how various properties of materials
depend on the density of states are given in Section 9.3.6.

9.3.4. Potential Wells

In the previous section we discussed the delocalization aspects of conduction
electrons in a bulk metal. These electrons were referred to as free electrons, but
perhaps unconfined electrons would be a better word for them. This is because when
the size of a conductor diminishes to the nanoregion, these electrons begin to
experience the effects of confinement, meaning that their motion becomes limited by
the physical size of the region or domain in which they move. The influence of

3 L T
3 Dim
2 Dim
o .
1)
b3 1 Dim
1 _
| !
1 2 3
Energy, E

Figure 9.9. Number of electrons N(E) plotted as a function of the energy E for conduction
electrons delocalized in one (quantum wire), two (quantum well), and three dimensions (bulk
material).
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Energy, E

Figure 9.10. Density of states D(E) =dN(E)/dE plotted as a function of the energy E for
conduction electrons delocalized in one (Q-wire), two (Q-well), and three (bulk) dimensions.

electrostatic forces becomes more pronounced, and the electrons become restricted
by a potential barrier that must be overcome before they can move more freely. More
explicitly, the electrons become sequestered in what is called a potential well, an
enclosed region of negative energies. A simple model that exhibits the principal
characteristics of such a potential well is a square well in which the boundary is very
sharp or abrupt. Square wells can exist in one, two, three, and higher dimensions; for
simplicity, we describe a one-dimensional case.

Standard quantum-mechanical texts show that for an infinitely deep square
potential well of width a in one dimension, the coordinate x has the range of
values —1g <x < 1a inside the well, and the energies there are given by the
expressions

],
n = [W]n (963.)
= Eyn2 (9.6b)

which are plotted in Fig. 9.11, where E, = n*#*/2ma?® is the ground-state energy
and the quantum number n assumes the values n =1, 2,3, .... The electrons that
are present fill up the energy levels starting from the bottom, until all available
electrons are in place. An infinite square well has an infinite number of energy levels,
with ever-widening spacings as the quantum number n increases. If the well is finite,
then its quantized energies E, all lie below the corresponding infinite well energies,
and there are only a limited number of them. Figure 9.12 illustrates the case for a
finite well of potential depth ¥, =7E, which has only three allowed energies. No
matter how shallow the well, there is always at least one bound state E,.
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cos (j’?’) n=4 /\ 16E.  odd

005(3:)() n=3

v 9E, even

cos (%%;E-) n=2

4E, odd

X
cos (—a—) n=1 Eq even

I

Figure 9.11. Sketch of wavefunctions for the four lowest energy levels (n=1—4) of the
one-dimensional infinite square well. For each level the form of the wavefunction is given.on
the left, and its parity (even or odd) is indicated on the right (From C. P. Poole, Jr., Handbook of
Physics, Wiley, New York, 1998, p. 289.)

The electrons confined to the potential well move back and forth along the
direction x, and the probability of finding an electron at a particular value of x is
given by the square of the wavefunction |y, (x)|* for the particular level n where the
electron is located. There are even and odd wavefunctions i, (x) that alternate for the
levels in the one-dimensional square well, and for the infinite square well we have
the unnormalized expressions

Y, =cos(nmx/a) n=1,3,5 ...  even parity .7
¥, =sin(nax/a) 0 =2,4,6,...  odd parity (9.8)

These wavefunctions are sketched in Fig. 9.11 for the infinite well. The property
called parity is defined as even when ¥,(—x) =y, (x), and it is odd when

Yo(—x) = =, (x).
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Figure 9.12. Sketch of a one-dimensional square well showing how the energy levels E, of a
finite well (right side, solid horizontal lines) lie below their infinite well counterparts (left side,
dashed lines). (From C. P. Poole, Jr., Handbook of Physics, Wiley, New York, 1998, p. 285.)

Another important variety of potential well, is one with a curved cross section.
For a circular cross section of radius a in two dimensions, the potential is given by
¥V =0 in the range 0 < p < a, and has the value ¥, at the top and outside, where
p =02 *+3%)"2, and tang =y/x in polar coordinates. The particular finite well
sketched in Fig. 9.13 has only three allowed energy levels with the valuesE, , £,, and
E;. There is also a three-dimensional analog of the circular well in which the
potential is zero for the radial coordinate r in the range 0 < » < 4, and has the value
V, outside, where r =(x? +32 +22)/2. Another type of commonly used potential
well is the parabolic well, which is characterized by the potentials ¥(x) =%kx2,
V(p) =1kp? and V(r) =%kr2 in one, two, and three dimensions, respectively, and
Fig. 9.14 provides a sketch of the potential in the one-dimensional case.

Another characteristic of a particular energy state E, is the number of electrons
that can occupy it, and this depends on the number of different combinations of
quantum numbers that correspond to this state. From Eq. (9.6) we see that the
one-dimensional square well has only one allowed value of the quantum number n
for each energy state. An electron also has a spin quantum number m, ,which can
take on two values, m, =+4% and m, =—3, for spin states up and down,
respectively, and for the square well both spin states m, =j:% have the same
energy. According to the Pauli exclusion principle of quantum mechanics, no two
electrons can have the same set of quantum numbers, so each square well energy
state E,, can be occupied by two electrons, one with spin up, and one with spin down.
The number of combinations of quantum numbers corresponding to each spin state
is called its degeneracy,and so the degeneracy of all the one-dimensional square well
energy levels is 2.
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E

e

Figure9.13. Sketchof a two-dimensionalfinite potential well with cylindricalgeometry and three
energy levels.

0 X

Figure 9.14. Sketch of a one-dimensional parabolic potential well showing the positions of the
four lowest energy levels.
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The energy of a two-dimensional infinite rectangular square well

i 2 2 2
E, = (2ma2)("x +tnl) =Egn (9.9)
depends on two quantum numbers, n, =0,1,2,3,...andn, =0,1,2,3, ...,where

n* =n? +n§. This means that the lowest energy state £1 = £, has two possibilities,
namely, n, =0,n, =1, and n, =1, n, =0, so the total degeneracy (including spin
direction) is 4. The energy state E, =25E,, has more possibilities since it can have,
for example,n, =0,n, =5,0rn, =3andn, =4, and so on, so its degeneracy is 8.

9.3.5. Partial Confinement

In the previous section we examined the confinement of electrons in various
dimensions, and we found that it always leads to a qualitatively similar spectrum
of discrete energies. This is true for a broad class of potential wells, irrespective of
their dimensionality and shape. We also examined, in Section 9.3.3, the Fermi gas
model for delocalized electrons in these same dimensions and found that the model
leads to energies and densities of states that differ quite significantly from each other.
This means that many electronic and other properties of metals and semiconductors
change dramatically when the dimensionality changes. Some nanostructures of
technological interest exhibit both potential well confinement and Fermi gas
delocalization, confinement in one or two dimensions, and delocalization in two
or one dimensions, so it will be instructive to show how these two strikingly different
behaviors coexist.

In a three-dimensional Fermi sphere the energy varies from E = 0 at the origin to
E =E, at the Fermi surface, and similarly for the one- and two-dimensional analogs.
When there is confinement in one or two directions, the conduction electrons will
distribute themselves among the corresponding potential well levels that lie below
the Fermi level along confinement coordinate directions, in accordance with their
respective degeneracies d,, and for each case the electrons will delocalize in the
remaining dimensions by populating Fermi gas levels in the delocalization direction
of the reciprocal lattice. Table 9.5 lists the formulas for the energy dependence of the
number of electrons N(E) for quantum dots that exhibit total confinement, quantum
wires and quantum wells, which involve partial confinement, and bulk material,
where there is no confinement. The density of states formulas D(E) for these four
cases are also listed in the table. The summations in these expressions are over the
various confinement well levels i.

Figure 9.15 shows plots of the energy dependence N(E) and the density of states
D(E) for the four types of nanostructures listed in Table 9.5. We see that the number
of electrons N(E) increases with the energy E, so the four nanostructure types vary
only qualitatively from each other. However, it is the density of states D(E) that
determines the various electronic and other properties, and these differ dramatically
for each of the three nanostructure types. This means that the nature of the
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Table 9.5. Number of electrons ME) and density of states IXE) =dME)/dE as a function
of the energy E for electrons delocalized/confined in quantum dots, quantum wires,
quantum wells, and bulk material?

Dimensions

Type  Number of Electrons ME) Density of States D(E) Delocalized  Confined

Dot N(E) = D(E) = 0 3
Ky > dOE _ Ey) KoY d(E — Egy)’

Wire N(E) = D(E) = 1 2
Ky Y d(E —Ep)'"? 1K, Y d(E - Ey)™"2

Well N(E) =K,Y d(E —E,) DE)=K,) d, 2 1

Bulk N(E) =Ky(E)*"? D(E) =3K,(E)'” 3 0

“The degeneracies ¢; of the confined (square or parabolic well) energy levels depend on the particular
level. The Heaviside step function ®(x) is zero for x < 0 and one for.x > 0; the delta function d(x) is zero
for x # 0, infinity for x =0, and integrates to a unit area. The values of the constants X, K5, and K5 are
given in Table A.3 of Appendix A.

dimensionality and of the confinement associated with a particular nanostructure
have a pronounced effect on its properties. These considerations can be used to
predict properties of nanostructures, and one can also identify types of nanostruc-
tures from their properties.

9.3.6. Properties Dependent on Density of States

We have discussed the density of states D(¥) of conduction electrons, and have
shown that it is strongly affected by the dimensionality of a material. Phonons or
quantized lattice vibrations also have a density of states Dpy( £) that depends on the
dimensionality, and like its electronic counterpart, it influences some properties of
solids, but our principal interest is in the density of states D(E) of the electrons. In
this section we mention some of the properties of solids that depend on the density
of states, and we describe some experiments for measuring it.

The specific heat of a solid C is the amount of heat that must be added to it to
raise its temperature by one degree Celsius (centigrade). The main contribution to
this heat is the amount that excites lattice vibrations, and this depends on the phonon
density of states Dpy(E). At low temperatures there is also a contribution to the
specific heat C,; of a conductor arising from the conduction electrons, and this
depends on the electronic density of states at the Fermi level: C,; = n* D(Ep)k3T/3,
where kg is the Boltzmann constant.

The susceptibility y =M/H of a magnetic material is a measure of the
magnetization M or magnetic moment per unit volume that is induced in the
material by the application of an applied magnetic field H. The component of the
susceptibility arising from the conduction electrons, called the Pauli susceptibility, is
given by the expression y., = u3D(Eg), where ug is the unit magnetic moment
called the Bohr magneton, and is hence ¥, characterized by its proportionality to the
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Figure9.15. Number of electrons N(E) (left side) and density of states D(E) (rightside) plotted
against the energy for four quantum structures in the square well-Fermi gas approximations.
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electronic density of states D(E) at the Fermi level, and its lack of dependence on the
temperature.

When a good conductor such as aluminum is bombarded by fast electrons with
just enough energy to remove an electron from a particular Al inner-core energy
level, the vacant level left behind constitutes a hole in the inner-core band. An
electron from the conduction band of the aluminum can fall into the vacant
inner-core level to occupy it, with the simultaneous emission of an X ray in the
process. The intensity of the emitted X radiation is proportional to the density of
states of the conduction electrons because the number of electrons with each
particular energy that jJumps down to fill the hole is proportional to D(E). Therefore
a plot of the emitted X-ray intensity versus the X-ray energy E has a shape very
similar to a plot of D(E) versus E. These emitted X rays for aluminum are in the
energy range from 56 to 77eV.

Some other properties and experiments that depend on the density of states and
can provide information on it are photoemission spectroscopy, Seebeck effect
(thermopower) measurements, the concentrations of electrons and holes in semi-
conductors, optical absorption determinations of the dielectric constant, the Fermi
contact term in nuclear magnetic resonance (NMR), the de Haas-van Alphen effect,
the superconducting energy gap, and Josephson junction tunneling in superconduc-
tors. It would take us too far afield to discuss any of these topics. Experimental
measurements of these various properties permit us to determine the form of the
density of states D(E), both at the Fermi level £ and over a broad range of
temperature.

9.4. EXCITONS

Excitons, which were introduced in Section 2.3.3, are a common occurrence in
semiconductors. When an atom at a lattice site loses an electron, the atom acquires a
positive charge that is called a hole. If the hole remains localized at the lattice site,
and the detached negative electron remains in its neighborhood, it will be attracted to
the positively charged hole through the Coulomb interaction, and can become bound
to form a hydrogen-type atom. Technically speaking, this is called a Mott—Wannier
type of exciton. The Coulomb force of attraction between two charges Q, = -¢
and Q, = +e separated by a distance r is given by F = —ke?/er?, where e is the
electronic charge, k is a universal constant, and ¢ is the dielectric constant of the
medium. The exciton has a Rydberg series of energies E sketched in Fig. 2.20 and a
radius given by Eq. (2.19): a4+ =0.0529(¢/eq)/(m* /my), Where /g, is the ratio of
the dielectric constant of the medium to that of free space, and m* /my, is the ratio of
the effective mass of the exciton to that of a free electron. Using the dielectric
constant and electron effective mass values from Tables B.11 and B.8, respectively,
we obtain for GaAs

E=52meV Qur = 10.4nm (9.10)
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showing that the exciton has a radius comparable to the dimensions of a typical
nanostructure.

The exciton radius can be taken as an index of the extent of confinement
experienced by a nanoparticle. Two limiting regions of confinement can be identified
on the basis of the ratio of the dimension d of the nanoparticle to the exciton radius
a.g, Namely, the weak-confinement regime with d > a. (but not d > a.¢) and the
strong-confinement regime d < a.&. The more extended limit d > . corresponds
to no confinement. Under weak-confinement conditions the exciton can undergo
unrestricted translational motion, just as in the bulk material, but for strong
confinement this translation motion becomes restricted. There is an increase in the
spatial overlap of the electron and hole wavefunctions with decreasing particle size,
and this has the effect of enhancing the electron—hole interaction. As a result, the
energy splitting becomes greater between the radiative and nonradiative exciton
states. An optical index of the confinement is the blue shift (shift to higher energies)
of the optical absorption edge and the exciton energy with decreasing nanoparticle
size. Another result of the confinement is the appearance at room temperature of
excitonic features in the absorption spectra that are observed only at low tempera-
tures in the bulk material. Further details on exciton spectra are provided in Sections
2.3.3 and 8.2.1.

9.5. SINGLE-ELECTRON TUNNELING

We have been discussing quantum dots, wires, and wells in isolation, such as the
ones depicted in Figs. 9.1-9.3. To make them useful, they need coupling to their
surroundings, to each other, or to electrodes that can add or subtract electrons from
them. Figure 9.16 shows an isolated quantum dot or island coupled through
tunneling to two leads, a source lead that supplies electrons, and a drain lead that

Source Quantum Drain
Lead Dot Lead

D > C—

Figure 9.16. Quantum dot coupled to an external circuit through source and a drain leads.
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removes electrons for use in the external circuit. The applied voltage V4, causes
direct current | to flow, with electrons tunneling into and out of the quantum dot. In
accordance with Ohm’s law V = IR, the current flow | through the circuit of Fig. 9.16
equals the applied source—drain voltage ¥, divided by the resistance R, and the main
contribution to the value of R arises from the process of electron tunneling from
source to quantum dot, and from quantum dot to drain. Figure 9.17 shows the
addition to the circuit of a capacitor-coupled gate terminal. The applied gate voltage
V, provides a controlling electrode or gate that regulates the resistance R of the
active region of the quantum dot, and consequently regulates the current flow I
between the source and drain terminals. This device, as described, functions as a
voltage-controlled or field-effect-controlled transistor, commonly referred to as an
FET. For large or macroscopic dimensions the current flow is continuous, and the
discreteness of the individual electrons passing through the device manifests itself by
the presence of current fluctuations or shot noise. Our present interest is in the
passage of electrons, one by one, through nanostructures based on circuitry of the
type sketched in Fig. 9.17.

For an FET-type nanostructure the dimensions of the quantum dot are in the low
nanometer range, and the attached electrodes can have cross sections comparable in
size. For disk and spherical shaped dots of radius r the capacitance is given by

C= 850(ﬁ>r disk 9.11)
&p
C =4ng, (5) r sphere (9.12)
0
Source Quantum Drain
Lead Dot Lead
C, ——

“Q
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b

Figure 9.17. Quantum dot coupled through source and a drain leads to an external circuit
containing an applied bias voltage V4, with an additional capacitor-coupled terminal through
which the gate voltage V, controls the resistance of the electrically active region.
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where &/¢, is the dimensionless dielectric constant of the semiconducting material
that forms the dot, and &, = 8.8542 x 102 F/m is the dielectric constant of free
space. For the typical quantum dot material GaAs we have g/e, = 13.2,which gives
the very small value C = 1.47 x 10~ r farad for a spherical shape, where the
radius r is in nanometers. The electrostatic energy E of a spherical capacitor of
charge Q is changed by the amount AE ~ eQ/C when a single electron is added or
subtracted, corresponding to the change in potential AV =AE/Q

AV =e/C =~ 0.109/r volts (9.13)

where r is in nanometers. For a nanostructure of radius r =10 nm, this gives a
change in potential of 11mV, which is easily measurable. It is large enough to
impede the tunneling of the next electron.

Two quantum conditions must be satisfied for observation of the discrete nature of
the single-electron charge transfer to a quantum dot. One is that the capacitor single-
electron charging energy ¢%/2C must exceed the thermal energy kp T arising from
the random vibrations of the atoms in the solid, and the other is that the Heisenberg
uncertainty principle be satisfied by the product of the capacitor energy e*/2C and
the time © = R C required for charging the capacitor

eZ
AE At = (2?) (R:C) > h (9.14)

where Ry is the tunneling resistance of the potential barrier. These two tunneling
conditions correspond to

2

%4

> .

5c kel (9.15a)
h

Ry (9.15b)

where k/e* =25.813kQ is the quantum of resistance. When these conditions are
met and the voltage across the quantum dot is scanned, then the current jumps in
increments every time the voltage changes by the value of Eg. (9.13), as shown by
the I-versus- V characteristic of Fig. 9.18. This is called a Coulomb blockade because
the electrons are blocked from tunneling except at the discrete voltage change
positions. The step structure observed on the |-V characteristic of Fig. 9.18 is
called a Coulomb staircase because it involves the Coulomb charging energy e?/2C
of Eq. (9.15a).

An example of single-electron tunneling is provided by a line of ligand-stabilized
Auss nanoparticles. These gold particles have what is referred to as a structural
magic number of atoms arranged in a FCC close-packed cluster that approximates
the shape of a sphere of diameter 1.4nm, as was discussed in Section 2.1.3. The
cluster of 55 gold atoms is encased in an insulating coating called a ligand shell that
is adjustable in thickness, and has a typical value of 0.7nm. Single-electron
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| T=42°K

Current

V (volts)

Figure 9.18. Coulomb staircase on the current !—voltage V characteristic plot from
single-electron tunneling involving a 10-nm indium metal droplet. The experimental curve A
was measured by a scanning tunneling microscope, and curves 6 and C are theoretical
simulations. The peak-to-peak current is 1.8nA. [After R. Wilkins, E. Ben-Jacob, and R. C.
Jaklevic, Phys. Rev. Lett. 59, 109 (1989).]

tunneling can take place between two of these Au,, ligand-stabilized clusters when
they are in contact, with the shell acting as the barrier for the tunneling. Experiments
were carried out with linear arrays of these Auss clusters of the type illustrated in
Fig. 9.19. An electron entering the chain at one end was found to tunnel its way
through in a soliton-like manner. Estimates of the interparticle capacitance gave
Coiero =2 1071 Fand the estimated interparticle resistance was Ry = 100 MQ [see
Gasparian et al. (2000)). Section 6.1.5 discusses electron tunneling along a linear
chain of much larger (500-nm) gold nanoparticles connected by conjugated organic
molecules.

9.6. APPLICATIONS

9.6.1. Infrared Detectors

Infrared transitions involving energy levels of quantum wells, such as the levels
shown in Figs. 9.12 and 9.13, have been used for the operation of infrared
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RT, Cmicro

Figure9.19. Linear array of Auss ligand-stabilized nanoparticleswith interparticle resistance Ar,
interparticle capacitance C,,, and self-capacitance C,. The single-electron current density j,
entering from the right, which tunnels from particle to particle along the line, is indicated. [From
V. Gasparian et al., in Nalwa (2000), Vol. 2, Chapter 11, p. 550.1

photodetectors. Sketches of four types of these detectors are presented in Fig. 9.20.
The conduction band is shown at or near the top of these figures, occupied and
unoccupied bound-state energy levels are shown in the wells, and the infrared
transitions are indicated by vertical arrows. Incoming infrared radiation raises
electrons to the conduction band, and the resulting electric current flow is a measure
of the incident radiation intensity. Figure 9.20a illustrates a transition from bound
state to bound state that takes place within the quantum well, and Fig. 9.20b shows a
transition from bound state to continuum. In Fig. 9.20c the continuum begins at the
top of the well, so the transition is from bound state to quasi-bound state. Finally in
Fig. 9.20d the continuum band lies below the top of the well, so the transition is from
bound state to miniband.

The responsivity of the detector is the electric current (amperes, A) generated per
watt (W) of incoming radiation. Figure 9.21 shows a plot of the dark-current density
(before irradiation) versus bias voltage for a GaAs/AlGaAs bound state—continuum
photodetector, and Fig. 9.22 shows the dependence of this detector's responsivity on
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Figure 9.20. Schematic conduction band (shaded) and electron transition schemes (vertical
arrows) of the following types: (a) bound state to bound state; (b) bound state to continuum;
(c) bound state to quasi-bound; (d) bound state to miniband, for quantum-well infrared
photodetectors. [Adapted from S. S. Li and M. Z. Tidrow, in Nalwa (2000), Vol. 4, Chapter 9,
p. 563.1
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Figure 9.21. Dark-current density versus bias voltage characteristics for a GaAs/AlGaAs
guantum-well long-wavelength infrared (LWIR) photodetector measured at three indicated
temperatures. A 300-K background current plot (BG, dashed curve) is also shown. [From
M.Z. Tidrow, J. C. Chiang, S. S. Li, and K. Bacher, Appl. Phys. Lett. 70, 859 (1997).]
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Figure 9.22. Peak responsivity versus wavelength at 77K for a 2-V bias at normal and 45"
angles of incidence. [From M. Z. Tidrow, J. C. Chiang, S. S. Li, and K. Bacher, App!. Phys. Lett.
70,859 (1997).]
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Figure 9.23. Peak responsivity versus bias voltage at 77K at normal and 45" angles of
incidence. The peak detection wavelengths 4, are indicated. [From M. z. Tidrow, J. C.
Chiang, S. S. Li, and K. Bacher, Appl. Phys. Lett. 70, 859 (1997).]

the wavelength for normal and 45" incidence. The responsivity reaches a peak at the
wavelength 4 =9.4 um, and Fig. 9.23 shows the dependence of this peak respon-
sivity Rp on the bias voltage. The operating bias of 2V was used to obtain the data of
Fig. 9.22 because, as Fig. 9.23 shows, at that bias the responsivity has leveled off at a
high value. This detector is sensitive for operation in the infrared wavelength range
from 8.5 to 10 um.

9.6.2. Quantum Dot Lasers

The infrared detectors described in the previous section depend on the presence of
discrete energy levels in a quantum well between which transitions in the infrared
spectral region can be induced. Laser operation also requires the presence of discrete
energy levels, that is, levels between which laser emission transitions can be
induced. The word laser is an acronym for light amplification by stimulated emission
d light, and the light emitted by a laser is both monochromatic (single-wavelength)
and coherent (in-phase). Quantum-well and quantum-wire lasers have been
constructed that make use of these laser emission transitions. These devices have
conduction electrons for which the confinement and localization in discrete energy
levels takes place in one or two dimensions, respectively. Hybrid-type lasers have
been constructed using "‘dots in a well", such as InAs quantum dots placed in a
strained InGaAs quantum well. Another design employed what have been referred to
as InAs quantum dashes, which are very short quantum wires, or from another point
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of view they are quantum dots elongated in one direction. The present section is
devoted to a discussion of quantum-dot lasers, in which the confinement is in all
three spatial directions.

Conventional laser operation requires the presence of a laser medium containing
active atoms with discrete energy levels between which the laser emission transitions
take place. It also requires a mechanism for population inversion whereby an upper
energy level acquires a population of electrons exceeding that of the lower-lying
ground-state level. In a helium—neon gas laser the active atoms are Ne mixed with
He, and in a Nd-YAG solid-state laser the active atoms are neodymium ions
substituted (~10'* cm™3) in a yttruim aluminum garnet crystal. In the quantum-
dot laser to be described here the quantum dots play the role of the active atoms.

Figure 9.24 provides a schematic illustration of a quantum-dot laser diode grown
on an n-doped GaAs substrate (not shown). The top p-metal layer has a GaAs
contact layer immediately below it. Between this contact layer above and the GaAs
substrate (not shown) below the diagram, there are a pair of 2-pm-thick
Al g5Gay 5As cladding or bounding layers that surround a 190-nm-thick waveguide
made of Al ysGagesAs. The waveguide plays the role of conducting the emitted
light to the exit ports at the edges of the structure. Centered in the waveguide (dark
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Figure9.24. Schematic illustration of a quantum dot near-infrared laser.The inset at the bottom
shows details of the 190-nm-wide (Aly g5Gag 15As cladded) waveguide region that contains the
12 monolayers of IngsGagsAs quantum dots (indicated by QD) that do the lasing. [From Park
et al. (1999).]
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horizontal stripe on the figure labeled QD) is a 30-nm-thick GaAs region, and
centered in this region are 12 monolayers of In,sGa,sAs quantum dots with a
density of 1.5x 10'%/cm?. The inset at the bottom of the figure was drawn to
represent the details of the waveguide region. The length L. and the width W varied
somewhat from sample to sample, with L. =ranging from 1to 5mm, and W varying
between 4 and 60 pm. The facets or faces of the laser were coated with ZnSe/MgF,
high-reflectivity (= 95%) coatings that reflected the light back and forth inside to
augment the stimulated emission. The laser light exited through the lateral edge of
the laser.

The laser output power for continuous-wave (CW) operation at room temperature
is plotted in Fig. 9.25 versus the current for the laser dimensions L. = 1.02mm and
W =9pm. The near-infrared output signal at the wavelength of 1.32um for a
current setting just above the 4.1-mA threshold value, labeled point a, is shown in
the inset of the figure. The threshold current density increases sharply with the
temperature above 200K, and this is illustrated in Fig. 9.26 for pulsed operation.

9.7. SUPERCONDUCTIVITY

Superconductors exhibit some properties that are analogous to those of quantum
dots, quantum wires, and quantum wells. This is the case, in part, because their
characteristic length scales 4 and & are in the nanorange, as the representative data in
Table 9.6 indicate. The table also gives the transition temperature 7, below which
each material superconducts, that is, has zero electrical resistance. The majority of
the values of A and & listed in the table are 200 nm or less, and several are below
6 nm. The penetration depth 4 is a measure of the distance that an externally applied
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Figure 9.25. Dependence of the near-infrared light output power on the current for a contin-
uous-wave, room-temperature, edge-emitting quantum dot laser of the type illustrated in
Fig. 9.24. [From Park et al. (1999).]
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magnetic field B,,, can penetrate into a pure type | superconductor. Magnetic flux,
that is, B fields, are excluded from the bulk of a type | superconductor, and applied
magnetic fields that exceed the critical field B, cause the superconductor to revert to
being a normal metal. Superconductivity is present in a material when pairs of
electrons condense into a bound state called a Cooper pair with dimensions of the
order of the coherence length £. Thus Cooper pairs, the basic charge carriers of the
supercurrent, can be looked on as nanoparticles.

A type II superconductor has both a lower and an upper critical magnetic field,

B¢y < Be,, and three regions of behavior in an applied magnetic field B,,,. For low

Table 9.6. Transition temperatures Tg, coherence lengths &,
and penetration depths & of some typical superconductors

Material Type Tc (K) & (nm) A (nm)
Cd | 0.56 760 110
In I 34 360 40
Pb | 7.2 82 39
Pb-In alloy 11 7.0 30 150
Nb-N alloy 11 16 5 200
PbMo¢Sg 11 15 2 200
V3Si 11 16 3 60
Nb;Ge 11 23 3 90
K3Ceo 11 19 2.6 240

Source: Data are from C. P. Poole Jr, H. A. Farach, and R. J. Creswick,
Superconductivity, Academic Press, San Diego, 1995, p. 271.
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applied fields B,,, < Bc; the material acts like a type I superconductorand excludes
magnetic flux, and at high applied fields B,,, > B, the material becomes normal. In
the intermediate range, B¢y < By, < Be, the magnetic field penetrates into the
bulk in the form of tubes of magnetic flux, each of which contains one quantum of
flux ®@,, which has the value

h
®, = 55 = 20678 x 107 Tm? (9.16)

Each vortex has a core of radius £ within which the magnetic field is fairly constant,
and an outside region of radius A where the magnetic field decays with distance r
from the core, a decay which has the exponential form exp(—r/4) at large distances
away. The length of a vortex is the thickness of the sample, which is typically in the
centimeter range. The vortices viewed head-on form the two-dimensional hexagonal
lattice shown sketched in Fig. 9.27, with the centers of the cores of the vortices a
distances d apart that is approximately one penetration depth A when the applied
field equals the lower critical field, and approximately one coherence length & apart
when the applied field equals the upper critical field. VVortices may be looked on as
the magnetic analog of quantum wires in the sense that they confine one quantum
unit of magnetic flux in the transverse direction, but set no limit longitudinally. The
transverse dimensions of their core is in the nanometer range, but their length is
ordinarily macroscopic.

A Josephson junction consists of two superconductors separated by a thin layer of
insulating material. By the Josephson effect there can be a flow of DC current across
the junction in the absence of applied electric or magnetic fields. An ultrasmall
Josephson junction with an area of 0.01pm? and a thickness of 0.1nm has a
capacitance estimated from the expression C =¢gy4/d of about 10~°F, and the
change in voltage arising from the tunneling of one electron across the barrier is
given by AV =¢/C =0.16mV, which is an appreciable fraction of a typical
junction voltage. This can be enough to impede the tunneling of the next electron,
and the result is a Coulomb blockade. Figure 9.28 shows the observation of a
Coulomb staircase on the 1-V characteristic plot of a granular lead film Josephson
junction. We see from the figure that the staircase features are much better resolved
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Figure 9.27. Two-dimensional hexagonal lattice of vortex cores. (From C. P. Poole, Jr.,
H.A. Farach, and R. J. Creswick, Superconductivity, Academic Press, Boston, 1995, p. 277.)
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Figure 9.28. Coulomb staircase structure on plots of current f and derivative df/dV versus the
bias voltage V of a granular lead film Josephson junction. It is clear that the first-derivative
response provides much better resolution. [From K. A. McGreer, J.-C. Wan, N. Anand, and
A. M. Goldman, Phys. Rev. B39, 12260 (1989).]

by the differential plot of 4/ /dV versus ¥ than they are on the initial /~V plot. This
superconductor Coulomb staircase is similar to the much better resolved one
presented in Fig. 9.18 for single-electrontunneling in quantum dots.
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SELF-ASSEMBLY AND
CATALYSIS

10.1. SELF-ASSEMBLY

10.1.1. Process of Self-Assembly

Proteins are large molecules, with molecular weights in the tens of thousands, found
in virtually all the cells and tissues of the body, and they are essential for life. They
are formed by the successive addition of hundreds of amino acids, each brought to
its site of attachment by a transfer RNA molecule, in an order prescribed by a
messenger RNA molecule. Each amino acid readily bonds to the previous one when
it amves in place. Thus sequences of amino acids assemble into a polypeptide chain,
which continually increases in length to eventually become a protein. This type of
self-assembly process, which occurs naturally in all living systems, has its analog in
nanoscience. Here we also encounter the spontaneous organization of small
molecules into larger well-defined, stable, ordered molecular complexes or aggre-
gates, and we encounter the spontaneous adsorption of atoms or molecules onto a
substrate in a systematic, ordered manner. This process involves the use of weak,
reversible interactions between parts of molecules without any central control, and
the result is a configuration that is in equilibrium. The procedure is automatically

Introduction to Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.
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error-checking, so faulty or improperly attached subunits can be replaced during the
growth.

The traditional organic synthesis of very large molecules called macromolecules
comprises a number of time-consuming steps that involve breaking and remaking
strong covalent bonds, and these steps are carried out under kinetic control. The
yields are small, and errors are not readily recognized or corrected. In contrast to
this, the self-assembly variety of synthesis makes use of weak, noncovalent bonding
interactions such as those involving hydrogen bonds and van der Waals forces,
which permit the reactions to proceed under thermodynamic control, with the
continual correction of errors. The initial individual molecules or subunits are
usually small in size and number and easy to synthesize, and the final product is
produced in a thermodynamic equilibrium state.

10.1.2. Semiconductor Islands

One type of self-assembly involves the preparation of semiconductor islands, and it
can be carried out by a technique called heteroepitaxy, which involves the placement
or deposition of the material that forms the island on a supporting substance called a
substrate made of a different material with a closely matched interface between
them. Heteroepitaxy has been widely used for research, as well as for the fabrication
of many semiconductor devices, so it is a well-developed technique. It involves
bringing atoms or molecules to the surface of the substrate where they do one of
three things. They either are adsorbed and diffuse about on the surface until theyjoin
or nucleate with another adatom to form an island attach themselves to or aggregate
into an existing island, or desorb and thereby leave the surface. Small islands can
continue to grow, migrate to other positions, or evaporate. There is a critical size at
which they become stable, and no longer experience much evaporation. Thus there is
an initial nucleation stage when the number of islands increases with the coverage.
This is followed by an aggregation stage when the number of islands levels off and
the existing ones grow in size. Finally there is the coalescence stage when the main
events that take place involve the merger of existing islands with each other to form
larger clusters.

The various stages can be described analytically or mathematically in terms of the
rates of change dn;/dt of the concentrations of individual adatoms 7, pairs of
adatoms n,, clusters of size three r5, and so on, and an example of a kinetic equation
that is applicable at the initial or nucleation stage is the following expression for
isolated atoms (Weinberg et al. 2000).

dn ’
Ttl = (Rygs + Raet + 2R)) — (Reyap + Regp + 2R) (10.1)

where R,4 iS the rate of adsorption, Ry, is the rate of detachment of atoms from
clusters larger than pairs, and R, is the rate of breakup of adatom pairs. The negative
terms correspond to the rate of evaporation R..,,, the rate of capture of individual
adatoms by clusters R, and the rate of formation of pairs of adatoms 2Rj. The
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factor of 2 associated with R, and R accounts for the participation of two atoms in
each pair process. Analogous expressions can be written for the rate of change of the
number of pairs dn,/dt, for the rate of change of the number of triplet clusters
dn /dt, and so forth. Some of the terms for the various rates R; depend on the extent
of the coverage of the surface, and the equation itself is applicable mainly during the
nucleation stage.

At the second or aggregation stage the percentage of isolated adatoms becomes
negligible, and a free-energy approach can provide some insight into the island
formation process. Consider the Gibbs free-energy density gg,,—... Detween the bare
surface and the vacuum outside, the free-energy density g, _i,, between the surface
and the layers of adatoms, and the free-energy density gj,,_.,c between these layers
and the vacuum. These are related to the overall Gibbs free-energy density g through
the expression

g= gsur~vac(1 - 8) + (gsuxflay + glay—vac.)s (102)

where e is the fraction of the surface covered. As the islands form and grow the
relative contributions arising from these terms gradually change, and the growth
process evolves to maintain the lowest thermodynamic free energy. These free
energies can be used to define a spreading pressure Pg = gur—vac — (Zsur—lay
8lay—vac) that involves the difference between the bare surface free energy goy—yac
and that of the layers (ggr_ay + Zlay—vac)» and it is associated with the spreading
of adatoms over the surface. For the condition (ggur—1ay + Elay—vac) < Zsur—vac> the
addition of adatoms increases e, and thereby causes the free energy to decrease. Thus
the adatoms that adsorb will tend to remain directly on the bare surface leading to a
horizontal growth of islands, and the eventual formation of a monolayer. The
spreading pressure Pg is positive and contributes to the dispersal of the adatoms.
This is referred to as the Franck—van der Merwe growth mode.

For the opposite condition (geyr—ay +glay_m) > Zar—vace the growth of the
fractional surface coverage e increases the free energy, so it is thermodynamically
unfavorable for the adsorbed layer to be thin and flat. The newly added adatoms tend
to keep the free energy low by aggregating on the top of existing islands, leading to a
vertical rather than a horizontal growth of islands. This is called the Elmer—Weber
mode df growth.

We mentioned above that heteroepitaxy involves islands or a film with a nearly
matched interface with the substrate. The fractionfof mismatch between the islands
and the surface is given by the expression (see p. 18)

£ =lor=ad (103)
a,

where a; is the lattice constant of the island or film and a, is the lattice constant of
the substrate. For small mismatches, less than 2%, very little strain develops at the
growth of a film consisting of many successive layers on top of each other. If the
mismatch exceeds 3%, then the first layer is appreciably strained, and the extent of
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the strain builds up as several additional layers are added. Eventually, beyond a
transition region the strain subsides, and thick films are only strained in the transition
region near the substrate. This mismatch complicates the free-energy discussion
following Eq. (10.2), and favors the growth of three-dimensional islands to
compensate for the strain and thereby minimize the free energy. This is called the
Stranski—Krastanov growth mode. A common occurrence in this mode is the initial
formation of a monolayer that accommodates the strain, and acquires a critical
thickness. The next stage is the aggregation of three-dimensional islands on the two-
dimensional monolayer. Another eventuality is the coverage of the surface with
monolayer islands of a preferred size to better accommodate the lattice mis-
match strain. This can be followed by adding further layers to these islands. A
typical size of such a monolayer island is perhaps 5nm, and it might contain 12 unit
cells.

In addition to the three free energies included in Eq. (10.2), the formation and
growth of monolayer islands involves the free energies of the strain due to the lattice
mismatch, the free energy associated with the edges of a monolayer island and the
free energy for the growth of a three-dimensional island on a monolayer, A great
deal of experimental work has been done studying the adsorption of atoms on
substrates for gradually increasing coverage from zero to several monolayers thick.
The scanning tunneling microscope images presented in Fig. 10.1 show the
successive growth of islands of InAs on a GaAs (001) substrate for several fractional
monolayer coverages. We see from the data in Table B.I that the lattice constant
a=0.606nm for InAs and a =0.565nm for GaAs, corresponding to a lattice
mismatch f =7.0% from Eq. (10.3), which is quite large.

10.1.3. Monolayers

A model system that well illustrates the principles and advantages of the self-
assembly process is a self-assembled monolayer (Wilber and Whitesides 1999). The
Langmuir—Blodgett technique, which historically preceded the self-assembled
approach, had been widely used in the past for the preparation and study of optical
coatings, biosensors, ligand-stabilized Auss clusters, antibodies, and enzymes. It
involves starting with clusters, forming them into a monolayer at an air—water
interface, and then transferring the monolayer to a substrate in the form of what is
called a Langmuir-Blodgett film. These films are difficult to prepare, however, and
are not sufficiently rugged for most purposes. Self-assembled monolayers, on the
other hand are stronger, are easier to make, and make use of a wider variety of
available starting materials.

Self-assembled monolayers and multilayers have been prepared on various
metallic and inorganic substrates such as Ag, Au, Cu, Ge, Pt, Si, GaAs, SiO,,
and other materials. This has been done with the aid of bonding molecules or ligands
such as alkanethiols RSH, sulfides RSR’, disulfides RSSR’, acids RCOOH, and
siloxanes RSiOR3, where the symbols R and R’ designate organic molecule groups
that bond to, for example, a thiol radical —SH or an acid radical —COOH. The
binding to the surface for the thiols, sulfides, and disulfides is via the sulfur atom;
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Figure 10.1. Transmissicn electron microsecpy images of the successive growth of isfands of
InAs on a GaAs (001)subslrale lor fractional monolayer coverages of (a} 0.1, {b} 0.3, {¢} 0.6,and
(d) 1.0. The imagesizes are 5¢nm x 50nm for (a) and 40 Nm x 40 nm for {b} to (d).The inset for
(@) 1s an enlarged view of the GaAs substrate. [FromJ. G. Belk, J. L. Sudijono, M. M. Holmes,
C.F. McConvile, T. S. Jones. and B. A. Joyce, Surf. Sci. 365, 735 {1996},

that is, the entity RS—Au is formed on a gold substrate, and the binding for the acid
is RCO,~(MO),, where MO denotes a metal oxide substrate ion, and the hydrogen
atom H ofthe acid is released at the formation of the bond. The alkancthiols RSH
are the most widely used ligands because 0ftheir greater solubility, their compa-
tibility with many organic functional groups, and their speed of rcaction. They
spontaneously adsorb on the surface; hence the term seff-assemble is applicable. In
this section we consider the self-assembly of the thiol ligand X{CHj), SH, where the
terminal group X is methyl (CHs) and a typical value is # =9 for decanethiol.
corresponding to C,4H,, for R.

To prepare a gold substrate as an extended site for the sclf-assembly, an electron
beam or high-temperature heating element is used to evaporate a polycrystalline
layer 0f gold that is 5-300nm thick on to a polished support such as a glass slide, a
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Figure 102. Hexagonal closepacked array of adsorbed r-alkanethiolate molecules (smallsolid
circles) occupying one-sixth of the threefold Sites on the latticeof close-packedgold atoms (large
circles).

silicon wafer, or mica. The outermost gold layer, although polycrystalline, exposes
local regions Of a planar hexagonal close-packing atom arrangement, as indicated in
Figs. 102 and 10.3. Various properties such as the conductivity, opacity, domain
size, and surface roughness Of the film depend on its thickness. The adsorption sites
are in the hollow depressions behveen triplets of gold atoms 0n the surface. The
number Of depressions is the same as the number of gold atoms on the surface.
Sometimes Cr or Ti is added to facilitate the adhesion. When moelecules inthe liquid
(or vapor) phase come into contact with the substrate. they spontaneously adsorb on
the clean gold surface in an ordered manner; that is, they self-assemble.

The mechanism Or process whereby the adsorption takes place involves each
particular alkanethiol molecule CH+(CH,),,SH losing the hydrogen of its sulfhydryl
group HS—, acquiring a negative charge, and adhering to the surface as a thiolate
compound by embedding its terminal S atom in a hollow between a triplet of Au

Figure 103. lllustration of the self-assembly of a monolayer of n-alkanethiolates on gold. The
terminal sulphur resides in the hollow between three closepacked gold atoms. as shown
in Fig. 10.2. The terminal groups labeled by X represent methyl. [From J. L. Wilber
and G. M. Whitesides, in Nanotechnology, G. Timp, ed.. Springer-Verlag, Berlin. 1999,
Chapter 8, p. 336.1
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atoms, as noted above and indicated in Fig. 10.3. The reaction at the surface might
be written

CH;(CH,),SH + Au,, = CH;(CH,),S (Au?) - Au,,_; +1H, (10.4)

where Au,, denotes the outer layer of the gold film, which contains m atoms. The
quantity (Auy) is the positively charged triplet of gold atoms that forms the hollow
depression in the surface where the terminal sulfur ion (§7) forms a bond with the
gold ion Auf. Figure 10.3 gives a schematic view of this adsorption process.
The sulfur--gold bond that holds the alkanethiol in place is a fairly strong one
(—44kcal/mol) so the adhesion is stable. The bonding to the surface takes place at
one-sixth of the sites on the (111) close-packed layer, and these sites are occupied in
a regular manner so they form a hexagonal close-packed layer with the lattice
constant equal to ~/3 a, = 0.865 nm, where a, = 0.4995 nm is the distance between
Au atoms on the surface. Figures 10.2 and 10.3 indicate the location of the
alkanethiol sites on the gold close-packed surface.

The alkanethiol molecules RS—, bound together sideways to each other by weak
van der Waals forces with a strength of —1.75kcal/mol, arrange themselves
extending lengthwise up from the gold surface at an angle of —30” with the
normal, as indicated in the sketch of Fig. 10.4. The alkyl chains R extend out
~22nm to form the layer of hexadecanethiol CH3(CH,);0S—. A number of
functional groups can be attached at the end of the alkyl chains in place of the
methyl group such as acids, alcohols, amines, esters, fluorocarbons, and nitriles.
Thin layers of alkanethiols with » < 6 tend to exhibit significant disorder, while
thicker ones with » > 6 are more regular, but polycrystalline, with domains of
differing alkane twist angle. Increasing the temperature can cause the domains to
alter their size and shape.

For self-assembled monolayers to be useful in commercial microstructures, they
can be arranged in structured regions or patterns on the surface. An alkanethiol
“ink™ can systematically form or write patterns on a gold surface with alkanethio-
late. The monolayer-forming “ink” can be applied to the surface by a process called
microcontact printing, which utilizes an elastomer, which is a material with rubber-
like properties, as a “stamp” to transfer the pattern. The process can be employed to
produce thin radiation-sensitive layers called resists for nanoscale lithography, as
discussed in Section 9.2.The monolayers themselves can serve for a process called

NN \\\\\\\m\\\\\\ \\\\\

Figure 10.4. Sketchof n-alkanethiolate molecules adsorbed 0n a gold surface at an angle of 30"
with respectto the normal. [From Wilber and Whitesides (1999), p. 336.1
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passivation by protecting the underlying surface from corrosion. Alkanediols can
assist in colloid preparation by controlling the size and properties of the colloids, and
this application can be very helpful in improving the efficacy of catalysts.

10.2. CATALYSIS

10.2.1. Nature of Catalysis

Catalysis involves the modification of the rate of a chemical reaction, usually a
speeding up or acceleration of the reaction rate, by the addition of a substance, called
a catalyst, that is not consumed during the reaction. Ordinarily the catalyst
participates in the reaction by combining with one or more of the reactants, and
at the end of the process it is regenerated without change. In other words, the catalyst
is being constantly recycled as the reaction progresses. When two or more chemical
reactions are proceeding in sequence or in parallel, a catalyst can play the role of
selectively accelerating one reaction relative to the others.

There are two main types of catalysts. Homogeneous catalysts are dispersed in the
same phase as the reactants, the dispersal ordinarily being in a gas or a liquid
solution. Heterogeneous catalysts are in a different phase than the reactants,
separated from them by a phase boundary. Heterogeneous catalytic reactions usually
take place on the surface of a solid catalyst, such as silica or alumina, which has a
very high surface area that typically arises from their porous or spongelike structure.
The surfaces of these catalysts are impregnated with acid sites or coated with a
catalytically active material such as platinum, and the rate of the reaction tends to be
proportional to the accessible area of a platinum-coated surface. Many reactions in
biology are catalyzed by biological catalysts called enzymes. For example, particular
enzymes can decompose large molecules into a groups of smaller ones, add
functional groups to molecules, or bring about oxidation—reduction reactions.
Enzymes are ordinarily specific for particular reactions.

Catalysis can play two principal roles in nanoscience: (1) catalysts can be
involved in some methods for the preparation of quantum dots, nanotubes, and a
variety of other nanostructures; (2) some nanostructures themselves can serve as
catalysts for additional chemical reactions. See Moser (1996) for a discussion of the
role of nanostructured materials in catalysis.

10.2.2. Surface Area of Nanoparticles

Nanoparticles have an appreciable fraction of their atoms at the surface, as the data
in Tables 2.1, 9.1 demonstrate. A number of properties of materials composed of
micrometer-sized grains, as well as those composed of nanometer-sized particles,
depend strongly on the surface area. For example, the electrical resistivity of a
granular material is expected to scale with the total area of the grain boundaries. The
chemical activity of a conventional heterogeneous catalyst is proportional to the
overall specific surface area per unit volume, so the high areas of nanoparticles
provide them with the possibility of functioning as efficient catalysts. It does not
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follow, however, that catalytic activity will necessarily scale with the surface area in
the nanoparticle range of sizes. Figure 4.14, which is a plot of the reaction rate of H,
with Fe particles as a function of the particle size, does not show any trend in this
direction, and neither does the dissociation rate plotted in Fig. 10.5 for atomic
carbon formed on rhodium aggregates deposited on an alumina film. Figure 10.6
shows that the activity or turnover frequency (TOF) of the cyclohexene hydrogena-
tion reaction (frequency of converting cyclohexene C¢Hy to cyclohexane CgHg)
normalized to the concentration of surface Rh metal atoms decreases with increasing
particle size from 1.5to 3.5 nm, and then begins to level off. The Rh particle size had
been established by the particular alcohol C,H,,1OH (inset of Fig. 10.6) used in
the catalyst preparation, where » = 1 for methanol, 2 for ethanol, 3 for 1-propanol,
and 4 for 1-butanol.

The specific surface area of a catalyst is customarily reported in the units of
square meters per gram, denoted by the symbol S, with typical values for
commercial catalysts in the range from 100 to 400 m?/g. The general expression
for this specific surface area per gram Siis

__(ared) A
~ p(volume) ~ pV (105

where p is the density, which is expressed in the units g/cm?®. A sphere of diameter d
has the area A = nd? and the volume V = nd?/6, to give 4/V =6/d. A cylinder of
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Figure 10.5. Effect d catalytic particle size on the dissociation rate d carbon monoxide.
Rhodium aggregates d various sizes, characterized by the number o Rh atoms per aggregate,
were deposited on alumina (Al,Os) films. The rhodium was given a saturation carbon monoxide
(CO) coverage, then the material was heated from 90 to 500K (circles),or from 300 to 500K
(squares),and the amount d atomic carbon formed on the rhodium provided a measure d the
dissociation rate for each aggregate (island)size.
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Figure 10.6. Activity of cyclohexene hydrogenation, measured by the turnover frequency (TOF)
or rate of conversion of cyclohexeneto cyclohexane, plotted as a function of the rhodium (Rh)
metal particle size on the surface. The inset gives the alcohols (alkanols) used for the
preparation of each particle size. [From G. W. Busser, J. G. van Ommen, and J. A. Lercher,
"Preparation and Characterization of Polymer-Stabilized Rhodium Particles”, in Moser (1996),
Chapter 9, p. 225.1

diameterd and length L has the volume ¥ =nd?L/4. The limit L < d corresponds
to the shape of a disk with the area A = nd?/2, including both sides, to give
A/V T 2/d. In like manner, a long cylinder or wire of diameterd and length L = d
hasA = 2nrL, and 4/V = 4/d. Figure 9.2 provides sketches of these figures. Using
the units square meters per gram, m?/g, for these various geometries we obtain the
expressions

S(r) = ° 2;03 sphere of diameter d (10.6a)
sy =2 ’;;03 cube of side a (10.6b)
s¢) =2 >; L103 thin disk, L <d (10.6¢)
NGRS 4x 10 long cylinder or wire d <L (10.6d)

pd
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where the length parameters a, &, and L are expressed in nanometers, and the density
p has the units g/cm”. In Eq. (10.6c) the area of the side of the disk is neglected, and
in Eq. (10.6d) the areas of two ends of the wire are disregarded. Similar expressions
can be written for distortions of the cube [Eg. (10.6b)] into the quantum-well and
quantum-wire configurations of Fig. 9.1.

The densities of types III-V and 11-VI semiconductors, from Table B.S, are in the
range from 2.42 to 8.25g/cm?, with GaAs having the typical value p =5.32g/cm>.
Using this density we calculated the specific surface areas of the nanostructures
represented by Egs. (10.6a), (10.6¢), and (10.6d), for various values of the size
parameters d and L, and the results are presented in Table 10.1. The specific surface
areas for the smallest structures listed in the table correspond to quantum dots
(column 2, sphere), quantum wires (column 3, cylinder), and quantum wells
(column 4, disk), as discussed in Chapter 9. Their specific surface areas are
within the range typical of commercial catalysts.

The data tabulated in Table 10. 1 represent minimum specific surface areas in the
sense that for a particular mass, or for a particular volume, a spherical shape has the
lowest possible area, and for a particular linear mass density, or mass per unit length,
a wire of circular cross section has the minimum possible area. It is of interest to
examine how the specific surface area depends on the shape. Consider a cube of side
a with the same volume as a sphere of radius r

4nr
3—r Sa (10.7)

s0 a = (4n/3)"*r. With the aid of Egs. (10.6a) and (10.6b) we obtain for this case
Sep = 1248, s0 a cube has 24% more specific surface than a sphere with the
same volume.

To obtain a more general expression for the shape dependence of the
area: volume ratio, we consider a cylinder of diameter D and length L with the

Table 10.1. Specific surface areas of GaAs spheres, long
cylinders (wires) and thin disks as a function of their size®

Surface Area (m?/g)

Size (nm) Sphere Wire Disk
4 281 187 94
6 187 125 62
10 112 76 37
20 57 38 19
30 38 26 13
40 29 19 10
60 19 13 6
100 11 8 4

200 6 4 2
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same volume as a sphere of radius r, specifically, 4n+3/3 = nD?L/4, which gives
r =1[3D2L/2)'/. 1t is easy to show that the specific surface area S(Z/D) from
Eq. (10.5) is given by

L\ _ nDL+ inD? L\'? (D\*?
S[Z2) =—""_-2" —-0382S,.|2(= — 10.8
(D) pnDL]4 SP“{ (D) +<L) (108
This expression S(L/D), which has a minimum S.;, = 1.146Sg,, for the ratio
(LID)=1, is plotted in Fig. 10.7, normalized relative to Sg,,. The normalization

factor S, Was chosen because a sphere has the smallest surface area of any object
with a particular volume. Figure 10.7 shows how the surface area increases when a
sphere is distorted into the shape of a disk with a particular L/D ratio, without
changing in its volume. This figure demonstrates that nanostructures of a particular
mass or of a particular volume have much higher surface areas .S when they are flat
or elongated in shape, and further distortions from a regular shape will increase the
area even more.

10.2.3. Porous Materials

In the previous section we saw that an efficient way to increase the surface area of a
material is to decrease its grain size or its particle size. Another way to increase the
surface area is to fill the material with voids or empty spaces. Some substances such
as zeolites, which are discussed in Sections 6.2.3 and 8.4, crystallize in structures in
which there are regularly spaced cavities where atoms or small molecules can lodge,
or they can move in and out during changes in the environmental conditions.
A molecular sieve, which is a material suitable for filtering out molecules of
particular sizes, ordinarily has a controlled narrow range of pore diameters. There
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Figure 10.7. Dependence of the surface area S(L/D) of a cylinder on its length :diameter ratio
L/D. The surface area is normalized relative to that of a sphere S, =3/pr with the same
volume.
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are also other materials such as silicas and aluminas which can be prepared so that
they have a porous structure of a more or less random type; that is, they serve as
sponges on a mesoscopic or micrometer scale. It is quite common for these materials
to have pores with diameters in the nanometer range. Pore surface areas are
sometimes determined by the Brunauer—Emmett—Teller (BET) adsorption isotherm
method in which measurements are made of the uptake of a gas such as nitrogen
(N2) by the pores.

Most commercial heterogeneous catalysts have a very porous structure, with
surface areas of several hundred square meters per gram. Ordinarily an hetero-
geneous catalyst consists of a high-surface-area material that serves as a catalyst
support or substrate, and the surface linings of its pores contain a dispersed active
component, such as acid sites or platinum atoms, which bring about or accelerate the
catalytic reaction. Examples of substrates are the oxides silica (SiO,), gamma-
alumina (y-Al,0,), titania (TiO; in its tetragonal anatase form), and zirconia (ZrO,).
Mixed oxides are also in common use, such as high-surface-area silica-alumina.
A porous material ordinarily has a range of pore sizes, and this is illustrated by the
upper right spectrum in Fig. 10.8 for the organosilicate molecular sieve MCM-41,
which has a mean pore diameter of 3.94 nm (39.4A). The introduction of relatively
large trimethylsilyl groups (CH,)sSi to replace protons of silanols SiH;OH in the
pores occludes the pore volume, and shifts the distribution of pores to a smaller
range of sizes, as shown in the lower left spectrum of the figure. The detection of the
nuclear magnetic resonance (NMR) signal from the 2°Si isotope of the trimethylsilyl
groups in these molecular sieves, with its +12ppm chemical shift shown in
Fig. 10.9, confirmed its presence in the pores after the trimethylsilation treatment.

2
Parent MCM-41
. 39.4 A
1.6 A
Silylated MCM-41
s 12 L 3044
=
: N
D 08¢
0.4F
0 1 1 1 1
20 25 30 35 40 45 50

Pore Diameter, A

Figure 10.8 Distribution of pore diameters in two molecular sieves with mean pore diameters of
3.04 and 3.94 nm, determined by the physisorptionof argon gas. [From J. S. Beck, J. C. Vartuli,
W. J. Roth, M. E. Leonowicz, C. T. Kresge, K. D. Schmitt, C. T.-W. Chu, D. H. Olson,
E. W. Sheppard, S. B. McCullen, J. B. Higgins, and J. L. Schenkler, J. Am. Chem. Soc. 114,
10834 (1962).]
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Figure 10.9. Silicon (**Si) nuclear magnetic resonance (NMR) spectrum of an organosilicate
molecular sieve before (lower spectrum) and after (upper spectrum) the introduction of the large
trimethylsilyl groups (CH3)sSi to replace the protons of the silanols SiHzOH in the pores.
The signal on the left with a chemical shift of +12ppm (parts per million) arises from 2°Si of
trimethylsilyl, and the strong signal on the right at —124 ppm is due to 2°Si in silanol SiHzOH.
[From J. C. Vartuli et al, in Moser (1996), Chapter 1, p. 13.1

The active component of an heterogeneous catalyst can be a transition ion, and
traditionally over the years the most important active component has been platinum
dispersed on the surface. Examples of some metal oxides that serve as catalysts,
either by themselves or distributed on a supporting material, are NiO, Cr,0s, Fe,03,
Fe;04, Coa0y4, and f-Bi,Mo,0s. Preparing oxides and other catalytic materials for
use ordinarily involves calcination, which is a heat treatment at several hundred
degrees Celsius. This treatment can change the structure of the bulk and the surface,
and Fig. 10.10 illustrates this for the catalytically active material -Bi;Mo,0q. We
deduce from the figure that for calcination in air the grain sizes grow rapidly between
300 and 350°C, reaching = 20 nm, with very little additional change up to 500°C.
Sometimes a heat treatment induces a phase change of catalytic importance, as in the
case of hydrous zirconia (ZrQ,), which transforms from a high-surface-area
amorphous state to a low-area tetragonal phase at 450°C, as shown in Fig. 10.11.
The change is exothermic, that is, one accompanied by the emission of heat, as
shown by the exotherm peak at 450°C in the differential thermal analysis (DTA)
curve of Fig. 10.12.

For some reactions the catalytic activity arises from the presence of acid sites on
the surface. These sites can correspond to either Brensted acids, which are proton
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Figure 10.10. X-ray diffraction patterns of the catalyst B-Bi-M0,Og taken at 100°C intervals
during calcination in air over the range 100-500°C. [From W. R. Moser, J. E. Sunstrom, and
B. Marshik-Guerts, in Moser (1996), Chapter 12, p. 296.1
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Figure 10.11. Temperature dependence of the surface area of hydrous zirconia, showing the
phase transition at 450°C [From D. R. Milburn et al., in Moser (1996), Chapter 6A, p. 138.]
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Figure 10.12. Differential thermal analysis curve of a hydrous zirconia catalyst. The heat
emission peak at 450°C arises from the exothermic phase transition shown in Fig. 10.11.
[From D. R. Milburn et al., in Moser (1996), Chapter 6A, p. 137.1

donors, or Lewis acids, which are electron pair acceptors. Figure 10.13 sketches the
structures of a Lewis acid site on the left and a Bransted acid site on the right located
on the surface of a zirconia sulfate catalyst, perhaps containing platinum (Pt/
Zr0,-SO4). The figure shows a surface sulfate group SO4 bonded to adjacent
Zr atoms in a way that creates the acid sites. In mixed-oxide catalysts the surface
acidity depends on the mixing ratio. For example, the addition of up to 20 wt% ZrO,
to gamma-alumina (y-Al,O,) does not significantly alter the activity of the Brgnsted
acid sites, but it has a pronounced effect in reducing the strength of the Lewis acid
sites from very strong for pure y-alumina to a rather moderate value after the addition
of the 20 wt% ZrO,. The infrared stretching frequency of the —CN vibration of
adsorbed CD;CN is a measure of the Lewis acid site strength, and Fig. 10.14 shows
the progressive decrease in this frequency with increasing incorporation of ZrO, in
the ))-A1203.

O\ /O
S H
7\ |
P9 Oy *
'Zr/ \Zr/ "
o
Figure 10.13. Configuration of sulphate group on the surface of a zirconia—sulfate catalyst,

showing the Lewis acid site Zr~ at the left, and the Bronsted acid site H* at the right. [From
G. Strukul et al., in Moser (1996), Chapter 66, p. 147.1
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Figure 10.14. Cyanide group (—CN) infrared stretching frequency of CDsCN adsorbed on
zirconia alumina catalysts as a function of zirconia (ZrO,) content after evacuation at 25°C
(upper curve) and 100°C (lower curve). The stretching frequency is a measure of the Lewis acid
site strength. [From G. Centi et al., in Moser (1996), Chapter 4, p. 81.]

10.2.4. Pillared Clays

Clays are layered minerals with spaces between the layers where they can adsorb
water molecules or positive and negative ions, that is, cations and anions, and
undergo exchange interactions of these ions with the outside. The clays that we will
discuss (Clearfield 1996, Lerf 2000) can swell and thereby increase the space
between their layers to accommodate the adsorbed water and ionic species.
Figure 10.15b shows positive ions or cations between the layers, and Fig. 10.16
provides a more detailed sketch of an idealized clay structure with the prototype talc
formulaMg,Si,0,,(OH),. The latter figure shows one and part of a second so-called
silicate layer, and indicates the presence between them of exchangeable hydrated
cations M¥*(H,0),, such as alkali or transition metal ions, with charge +¢ and »
waters of hydration. In this idealized structure the four oxygen planes of the silicate
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Figure 10.15. Saponite clay layers shown (a) before adsorption, (b) after adsorption of cations,
and (c) after addition of pillars.
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Figure 10.16. Smectite clay structure with the ideal talc formula Mg@3SisO14(OH),. (From
R. Grim, Clay Mineralogy, McGraw-Hill, New York, 1968.)

layer are perfectly flat, with two-thirds of the oxygens in the two centrally located
planes replaced by hydroxyl (OH) groups. All the tetrahedral sites are occupied by
Si, and all the octahedral sites are occupied by Mg, forming the coordination
groups SiO,4 and MgO, with the structures sketched in Figs. 10.17a and 10.17b,
respectively.

The clays to be discussed here are of the montmorillonite class, and the
discussion will center around the particular clay called saponite, in which some
aluminum (AI**) replaces silicon in tetrahedral sites, and some divalent iron (Fe**)
replaces magnesium in octahedral sites, corresponding to the typical formula
[Nao_3CaO.0l5][Mg2_9F<:(2,.“T][Si3,6A10_4]O10(OH)2 .4H,0. Each layer is 0.94nm thick,

)

Figure 10.17. Structuresof (a) SiO4 showing the silicon atom centered in a regular tetrahedron
o oxygens and (b) MgOg showing the magnesium atom centered in a regular octahedron of
oxygens.
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with a top and bottom surface area of 660 m?/g. It has been found possible to
intercalate or place between the layers bulky ions that form pillars that hold the
layers apart, as shown in Fig. 10.15¢, and thereby provide a system of spaces or
pores where various small molecules can reside. The dimensions of the pores
produced by this layering process are in the low-nanometer range. These materials
are called pillared inorganic layered compounds (PILCs).

The pillaring is often carried out with the aid of the positively charged Al
Keggin ion, which has the formula [A113O4(0H)24(H20)12]7+, or alternately
{AlO4[Al(OH)2H20]12}7+. The aluminum atom groups depicted by circles (i.e.,
spheres) are arranged in the close-packed structure sketched in Fig. 10.18, which
depicts a midplane containing six visible and one centrally located but obscured
atom group, plus three such atom groups above them. The three below are not
shown. In this ion the centrally located aluminum is tetrahedrally coordinated, and
the surrounding 12 aluminums are octahedrally coordinated, as delineated in
Fig. 10.19. The Keggin ion is sometimes prepared in AICly solutions by transform-
ing pairs of the trivalent hexaaquo ions Al(H20)g+ to dimers Al,(OH),(H,0);",
which are subsequently coalesced to form the Keggin ion. The presence of this ion
can be unambiguously established by an 2”Al nuclear magnetic resonance (NMR)
measurement because its central tetrahedrally coordinated aluminum ion produces a
narrow NMR line that is chemically shifted by 62.8 ppm relative to hexaaquo
aluminum AI(H,0);". The twelve octahedrally coordinated aluminums of the
Keggin ion do not appear on the NMR spectrum because they are rapidly
quadrupolar relaxed by the aluminum nucleus, which has nuclear spin | =§, and
hence their NMR spectral lines are broadened beyond detection.

One way to carry out the pillaring process is to suspend the clay in a solution
containing Keggin ions at a controlled pH (i.e., acidity) and a controlled OH : Al
ratio. Some of the initial charge of +7 on the ion is compensated for when they bond
with the silicate layers to form the pillars. The pillars themselves may be considered
as cylinders with a diameter of 1.1nm. There are about 6.5 saponite unit cells with
the oxygen content O,,(OH), per pillar. Taking the value A = 3.15nm? for the area

Figure 10.18. A close-packed Aly3 cluster showing one atom (almost obscured) in the center,
six atoms in the plane around it, and three atoms at close-packed sites above it. Three more
atoms, not shown, are at close-packed sites in the plane below.
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Figure 10.19. Sketch of the structure o the {AIO,[AIOH),H,0]:,)"* Keggin ion with one
tetrahedral group AlO, in the center position of Fig. 10.18, surrounded by 12 AlOg octahedra
at the remaining sites d Fig. 10.18, where the oxygens O; of the octahedra belongto hydroxyl
groups OH, or to water moleculesH;O. [From A. Clearfield,in Moser (1996), Chapter 14,p. 348.1

of the silicate layers in 6.5 unit cells, the distance between nearest-neighbor pillars
can be estimated. If the pillars are assumed to form a square lattice, then the spacing
between the center points of nearest-neighbor pillars is (A)l/2 = 1.77nm, and if they
are arranged on a regular triangular or hexagonal lattice, then their separation is
(24/~4/3)'/* = 1.90nm. Taking an average of these two values, one obtains a free
space of about 0.74nm between pillars. Experimental measurements indicate that
the resulting pillared clay has a basal spacing of ""1.85nm, a surface area of
=~ 250m?/g, and a pore volume of =0.2 cm*/g.

One important aspect of pillared clays that contributes to their catalytic properties
is the presence of acid sites, which can be of the Lewis or Brensted types, as
explained in the previous section. When a pillared clay is heated the water and
hydroxyl groups split out protons to balance the negative charges of the layers as the
pillars approach electrical neutrality, and this generates considerable Bronsted
acidity. Lewis acid sites are generated on the layers by defect formation, and on
the pillars by dehydroxylation, or the removal of OH groups. To confirm the
presence of these sites on the PILC surface, the heterocyclic ring compound pyridine
(CsHsN) was adsorbed and an infrared spectrum was recorded. This spectrum
exhibited a strong IR band at 1453cm™~" arising from Lewis acid sites, and a weaker
band at 1550cm~! produced by Brensted sites.

The discussion until now has centered around the clay saponite pillared by the
Keggin ion. Other types of montmorillonite clay materials have been used and other
metal oxide polymers have served as pillars. Examples of nonalumina pillars are



10.2. CATALYSIS 277

based on the proposed zirconium ion Zr;304(OH);4(SO4) 4, the trivalent titanium
ion [Ti(CH;COO), ,(OH), ,Cl, ,]C1 . 11H,O, hexavalent chromium octahedra form-
ing the ions [Cry(OH),(H,0),,]*" and [Cr,O(OH),(H,0),,]’*, an alumina—silica
Al,0,—8i0, combination, and silica Si02 supplemented by some titania TiO,. The
availability of these nonaluminum pillars, which differ in their dimensions, can
provide catalysts with a wide range of pore sizes. These catalysts have been studied
for their capability in carrying out various chemical reactions, such as cracking, in
which hydrocarbons or other molecules are broken up and their fragments are
recombined into desirable product molecules. An example is crude oil and gas
cracking to produce gasoline. One of the liabilities of these pillared catalysts is their
tendency toward coke formation whereby the surface becomes coated with carbon,
and acid sites become deactivated or unable to function.

10.2.5. Colloids

Nanosized particles of metals are ordinarily insoluble in inorganic or organic
solvents, but if they can be prepared in colloidal form, they can function more
readily as catalysts. A colloid is a suspension of particles in the range from 1nm to
lpm (i.e., 1000nm) in size, larger than most ordinary molecules, but still too small
to be seen by the naked eye. Many colloidal particles can, however, be detected by
the way they scatter light, such as dust particles in air. These particles are in a state of
constant random movement called Brownian motion arising from collisions with
solvent molecules, which themselves are in motion. Particles are kept in suspension
by repulsive electrostatic forces between them. The addition of salt to a colloid can
weaken these forces and cause the suspended particles to gather into aggregates, and
eventually they collect as a sediment at the bottom of the solvent. This process of the
settling out of a colloid is called flocculation. Some of the colloidal systems to be
discussed are colloidal dispersions of insoluble materials (e.g., nanoparticles) in
organic liquids, and these are called organosols. Analogous colloidal dispersions
in water are called hydrosols.

In Section 2.1.3 we discussed the formation of face-centered cubic nanoparticles
such as Auss with structural magic numbers of atoms, in this case 55. This
nanoparticle has been ligand-stabilized in the form Aug(PPh,),,Cls to make it
less reactive, and hence more stable. This sturdiness is brought about by adding
atomic or organic groups between the atoms of the cluster, or on their surfaces.
These FCC metallic nanoparticles can be stabilized as colloids by the use of
surfactants, which can operate, for example, by lowering the surface tension. The
ring compounds tetrahydrofuran (THF) and tetrahydrothiophene, with structures
sketched in Fig. 10.20, have been used to stabilize metallic nanoparticles as colloids.
Figure 10.21 shows a Tiy; nanocluster coordinated with the oxygen atoms of six
THF molecules in an octahedral configuration. In this cluster the Ti—Ti distance
(0.2804 nm) is slightly less than that (0.289 nm) in the bulk metal.

A way to obtain colloidal dispersions in organic liquids is to stabilize a metallic
core using a lipophilic surfactant tetraalkylammonium halide NR4X, where X is a
halogen such as chlorine (Cl) or bromine (Br), and R represents the alkyl group
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Figure 10.20. Sketches of the structures of the heterocyclic ring compound furan, its hydrated
analogue tetrahydrofuran (THF), and the corresponding sulfur compounds thiophene and
tetrahydrothiophene (THT).

Figure 10.21. Titanium neutral metal cluster Tiy3 bonded to the oxygen atoms of octahedrally
coordinated tetrahydrofuran (C4HsO) molecules. Only the oxygen atoms of the THF are shown.
[From H. Bonnemannand W. Brijoux, in Moser (1996), Chapter 7, p. 169.1
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C,H,,.1, which is a hydrocarbon radical obtained by removing a hydrogen atom
from the terminal carbon atom of a straight-chain or normal alkane molecule, with »n
ordinarily in the range of 6—20. For example, the hexyl radical with » =6

T
ICldi
T O o
T Qo
T O T
T QO T
= O =

is derived from hexane

T
= & =
= O
T QI
T Q=
T O =
= O @

=

by removing the hydrogen atom on the extreme right, where the dot “-” on the right
terminal carbon of hexyl indicates the presence of an unpaired electron on the
carbon. To stabilize the metal nanoparticle of the colloid, the NR4X molecules
dissociate into their cation NR} and anion X~ parts at the surface of the core, as
illustrated in Fig. 10.22. Metal cores of various diameters from 1.3 to 10 nm can be
obtained by varying the transition metal of the core: Ru (1.3nm), Ir (1.5 nm),
Rh (2.1nm), Pd (2.5nm), Co, Ni, Pt (2.8nm), Fe (3.0nm), Cu (8.3 nm), and
Au (10nm). The hydrocarbon chains pointing outward from the core, as shown
in Fig. 10.22, are lipophilic; hence they attract organic solvent molecules, forming
stable dispersions in organic liquids. An analogous colloidal dispersion in water, or a
hydrosol, can be made by attaching an SO; group to the end of one of the
hydrocarbon chains of each NR] ion to make it hydrophilic or water-attracting, as
shown in Fig. 10.23. This particular metal-stabilizing hydrophilic compound is
called a sulfobetaine.

Figure 10.22. Metallic colloidal particle stabilized by tetraalkylammonium halide NR4X mole-
cules. [From H. Bonnemann and W. Brijoux, in Moser (1996), Chapter 7, p. 1731
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Figure 10.23. Metallic colloidal particle stabilized by sulfobetaine compounds related to NR4X,
but with an SO; group at the end of one of the alkyl chains R. [From H. Bonnemann and
W. Brijoux, in Moser (1996), Chapter 7, p. 174.1
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ORGANIC COMPOUNDS
AND POLYMERS

11.1 .INTRODUCTION

Nanoparticles have been prepared from various types of large organic molecules,
as well as from polymers formed from organic subunits, and in this chapter some
of these nanostructures are described. Organic compounds are those compounds
that contain the atom carbon (C), with a few exceptions such as carbon
monoxide (CO), carbon dioxide (CO,), and carbonates (e.g, CaCO;), which
are classified as inorganic compounds Almost all organic compounds also contain
hydrogen atoms (H), and those that contain only carbon and hydrogen are called
hydrocurbons.

Before proceeding to discuss organic nanoparticles it will be helpful to
present a little background material on some of the chemical concepts that will be
used. Carbon has a valence of 4 and hydrogen has a valence of 1, so they can be
written

—C—  H- (11.1)

Introduction to Nanotechnology,by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.
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to display their chemical bonds indicated by horizontal (=) and vertical (]) dashes.
The compound methane, CH,, which has a structural formula that may be written in
one of two ways

H
| H
H—C—H or  HCH (11.2)
| H
H

is one of the simplest organic compounds, and it is a gas at room temperature.
Figure 11.1 shows structural formulas of some examples of other hydrocarbons. The
linear pentane molecule CsH;, has all single bonds, and the 71-conjugated compound
butadiene C,H, has alternating single and double bonds. The simplest aromatic
compound, or 71-conjugated ring compound, that is, one with alternating single and
double bonds, is benzene C4H,, and the figure shows two ways to represent it. It can
also be expressed in the form He¢p, where the phenyl group ¢ is a benzene ring that is
missing a hydrogen atom, corresponding to —CgHs, where the dash (—) denotes an
incomplete chemical bond. Naphthalene (C;oHg) is the simplest condensed ring
(fused ring) aromatic compound. The bottom panel of Fig. 11.1 shows the triple-
bonded compounds acetylene and diacetylene. Aromatic compounds can contain
other atoms besides carbon and hydrogen, such as chlorine (Cl), nitrogen (N),
oxygen (0),and sulphur (S), as well as atomic groups or radicals such as amino
(—NH,) nitro (—NO,), and the acid group —COOH.

H

CH

H

Linear hydrocarbon (pentane)

HHHH
C=C-C=C
H H

H T — conjugated butadiene

C
PN
Hc” cH
| I or
HCy _CH

HHHH
HC-C-C—C—
HHHH

i
Benzene Naphthalene
Aromatic Compounds
HC=CH HC=C-C=CH
Acetylene Diacetylene

Figure11.1. Examples of organic molecules. Acetylene and diacetyleneserve as monomers for
the formation of polymers.
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The present chapter emphasizes experimental aspects of polymeric nanoparticles.
Insights can also be obtained about these nanoparticles by computer simulation and
modeling, and the article by Sumpter et al. (2000) can be consulted for some details
on this approach.

11.2. FORMING AND CHARACTERIZING POLYMERS

11.2.1. Polymerization

A polymer is a compound of high molecular weight that is formed from repeating
subunits called monomers. The monomer generally has a parent compound with a
double chemical bond that opens up to form a single bond during the polymerization
reaction that forms the polymer. For example, consider the chemical compound
styrene ¢CH=—CH,, which has the structural formula

(11.3)

'S—(I'im
T OT

Opening up the double bond forms the monomer

—C—C— (11.4)

H HHHHHHHHHHIHH
R—C—C—C—C—C—C—C—-C—C—C—C—C—C—C—C—C—R’ (11.5)
¢ ¢ H¢ Ho H¢ H ¢ H ¢ H

which can be written in the abbreviated form

R" (11.6)

n

R

H H
¢ H

where in the structural formula (11.5) the index n = 8. The groups R and R’ are
added to the ends to satisfy the chemical bonds of the terminal carbons. This
particular compound, (11.6), is called polystyrene, and it is referred to as a linear
polymer, although in reality it is staggered since the chemical bonds C—C—C in the
carbon chain subtend the tetrahedral angle 6 22 109’28’ between them.
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The more complex monomer

H A
—C-C— (11.7)
H B
forms the polymer
H A
R|—C—C—| R (11.8)
H B i

When A is the methyl radical —CH; and B is the radical —COOCH;, then the
polymer is polymethyl methacrylate, which was mentioned in Chapters 9 and 12. It
generally has a molecular weight between 10° and 10° Daltons (Da, g/mol), and
since the molecular weight of the monomer CH,=C(CH;)CO,CHj is 100 Da, there
are between 1000 and 10,000 monomers in this polymer. Polymers are also formed
from a number of other radicals, such as allyl (CH,=CHCH,—) and vinyl
(CH,=CH—). Natural rubber is a polymer based on the isoprene molecule:

o 11.9
H—C=C—C=CH, (11.9)
which has a pair of double bonds. The second double bond is used to form

crosslinkages between the linear polymer chains. The methyl group —CHj; at the
top of the molecule is an example of a side chain on an otherwise linear molecule.

11.2.2. Sizes of Polymers

Polymers are generally classified by their molecular weight, and to discuss them
from the nanoparticle aspect, we need a convenient way to convert molecular weight
to a measure of the polymer size d. The volume Vin the units cubic nanometers
(nm?) of a substance of molecular weight A7,, and density p is given by

M,
V = 0.001661 p—w (11.10)

where M,, has the unit dalton or g/mol (grams per mole) and p has the conventional
units g/cm?®. If the shape of the nanoparticle is fairly uniform, with very little
stretching or flattening in any direction, then a rough measure of its size is the cube
root of the volume (1 1.10), which we call the size parameter d

1/3
d = 0.1184 (7‘”) nm (11.11)
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This expression is exact for the shape of a cube, but it can be used to estimate
average diameters of polymers of various shapes. If the molecule is a sphere of
diameter D,, then we know from solid geometry that its volume is given by
V =nD3/6, and inserting this in Eg. (11.10) provides the expression
dgpy = Dy :0.1469(Mw/p)1/3 nm for a spherical molecule. For a molecule
shaped like a cylinder of diameter D and length (or height) L with the same
volume as a sphere of diameter D, we have the expression D3 /6 = nD*L/4, which
gives

3 1/3 1/3 1/3 13 2/3
we() wor- () ot) Q) )

These equivalent relationships permit us to write expressions for the diameter and
the length of the cylinder in terms of its length :diameter ratio, and the molecular
weight of the molecule

M\ 7D\

D =0.128 (ﬁ) (Z) (11.13)
M\ N

L=0.128 (7““) (5) (11.14)

where D and L have the units of nanometers. These expressions are plotted in
Figs. 11.2and 11.3forD > L and L > D, respectively. The figures can be employed
to estimate the size parameter for an axially shaped, flat or elongated, polymer if its
molecular weight, density, and length :diameter ratio are known. The curves in these
figures were drawn for the density p = 1g/cm?, but the correction for the density is
easily made since most polymer densities are close to 1. Typical polymers have
molecular weights in the range from 10* to 107 Da.

11.3. NANOCRYSTALS

11.3.1. Condensed Ring Types

A great deal of work has been done in the preparation, testing, and applications of
inorganic nanocrystals, especially those of the semiconductor type, such as CdS,
CdSe, and GaAs, as well as Ag- and Au-doped glasses, but much less effort has been
expended in the study of organic nanocrystals. Examples of some organic
compounds that have been used by Kasai et al. (2000) to prepare these nanocrystals
are given in Fig. 11.4. The compounds listed at the top part of Table 11.1 were
readily prepared by a reprecipitation method that involves pouring a rich solution
into a poor solvent, which is generally water, during vigorous agitation such as
sonication. After the pouring there are initially widely scattered droplets that gather
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Figure 11.2. Dependence of the diameter D of a cylindrical polymer on its diameter :length ratio
D/Lfor molecular weights from 10to 107 Da, as indicated on the curves. A density p = 1g/cm>
was assumed in Eq. (11.13) for plotting these curves.

into dispersed clusters that undergo a process of nucleation and growth, until they
finally produce the nanocrystals.

As these crystallites form, they scatter light, and the intensity of the scattered light
L(¢) relative to the incident light intensity /,, after a time ¢ has elapsed, can be used
to monitor the rate at which the growth takes place. Figure 11.5plots the normalized
scattered light intensity /(¢)/1, versus the time, and establishes that the growth is
much faster at higher temperatures. This time dependence of /(z)//, follows the
expression [1 —exp(aappt)]z, where the growth rate constant «,,, depends on the
temperature in the manner shown in Fig. 11.6. The linearity of this latter plot, which
is called an Arrhenius plot, provides the activation energy for the crystal growth
process, and for perylene nanocrystals this is 68kI/mol. The activation energy is the
minimum amount of energy that must be supplied for the nanocrystals to form. The
size of the crystallite can be regulated by varying the concentration, temperature, and
mixing procedure, and also by the use of surfactants that modify the surface of the
particles, or reduce the surface tension of the solution. In the particular case of
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Figure 11.3. Dependence of the length L of a cylindrical polymer on its length :diameter ratio
L/D for molecular weights from 10to 107 Da, as indicated on the curves. A density p = 1g/cm®
was assumed in Eq. (11.14) for plotting these curves.

perylene the size of the resulting nanocrystals is almost the same for growth at
various temperatures.

Many n-conjugated organics in single-crystal and thin-film configurations exhibit
third-order nonlinear optical properties that makes them useful for converting visible
light frequencies to higher frequencies in the ultraviolet region of the spectrum. They
also have an ultrafast response time, so they can be used for switching light beams
on and off by the use of optical Kerr shutters in which a strong applied electric field
activates their birefringence (double refraction). Single crystals containing individual
conjugated polymer chains that stretch across the entire length of the crystallite
should constitute favorable material for molecular device design. Exciton spectro-
scopy indicates the presence, in nanocrystals of perylene, pyrene, and anthracene, of
quantum confinement effects of the type discussed in Chapter 9. In bulk perylene
crystals it is the self-trapped exciton that provides the luminescence at 4 =560 nm
because the free exciton state is so much less stable. However, in nanocrystals free
exciton luminescence is observed with a shift in wavelength from 4 = 470 to 482 nm
for a size change from 50 to 200 nm.
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Figure 11.4. Chemical structures of =m-conjugated organic compounds used to prepare
organic nanocrystals: (1) N-octadecyl-4-nitroaniline, (2) didecyl-1,4-phenylenediacrylate,
(3) naphthalene, (4) anthracene, (5) pseudocyanine rhodanine dye (PIC), (6) merocyanine
rhodaninedye, (7) perylene, and (8)fullerene Ceo. [From H. Kasai et al., in Nalwa (2000), Vol. 5,
Chapter 8, p. 440.1
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Table 11.1. Nanocrystals prepared by recrystallizationof four z-conjugated compounds
listed in Fig. 11.4, and by recrystallization of four diacetylene polymers with the side
chains listed in Fig. 11.7

Material Type Crystallite size

Anthracene C4H; n-Conjugated compound 150nm~[ pm

PIC n-Conjugated compound 200-300nm

Perylene CyoH, 2 n-Conjugated compound 50-200nm

Fullerene Cgp n-Conjugated compound 200nm

4-BCMU Polydiacetylene 200 nm-1pm

DCHD Polydiacetylene 15nm-1{ um

DCHD Polydiacetylene 1-pum-long, 60-nm-diameter
microfiber

14-8ADA Polydiacetylene 15-200nm

Source: Data were obtained from H. Kasai et al., in Nalwa (2000}, Vol. 5, Chapter 8, p. 441.

11.3.2. Polydiacetylene Types

The nanocrystals listed toward the bottom of Table 11.1 were prepared by
recrystallization from a polydiacetylene polymer with a backbone formed from
the diacetylene molecule, which has the structure sketched at the lower part of
Fig. 11.1. The starting compound is RC=C—C=CR’, where examples of the R and
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Figure 11.5. Growth of the scattered light intensity k&(f}//, from perylene particles dispersed in
water at various temperatures during the reprecipitation process for the formation of nano-
crystals, where Iy is the incident light intensity [From H. Kasai et al., in Nalwa (2000), Vol. 5,
Chapter 8, p. 450.1
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Figure11.6. Arrhenius plot of the dependence on the temperature of the logarithm of the growth
rate constant aapp for the growth of perylene nanocrystals. The slope of this plot provides the
activation energy for the crystal growth reprecipitationprocess. [From Kasai et al. (2000), p. 452.1
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Figure 11.7. Chemical structures of diacetylene monomers used to form polyacetylene nano-
crystals. [From Kasai et al. (2000), p. 441.1
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R’ groups are given in Fig. 11.7. The monomer for the polymer is formed by
interchanging triple and single bonds in the following manner

R R’ R R’
C=C—C=C LN =C—C=C—-C= (11.15)
where the resulting open bonds (=) at the ends of the structure are used to attach
successive monomers to each other during the polymerization. The polymerization
process in the solid state is brought about by the application of heat, ultraviolet light,
or y irradiation (via y-rays), as indicated by the photon notation hv above the arrow
in Eq. (11.15). The polymer backbone is conjugated by its system of alternating
single, double and triple bonds. Both the solid forms and the solutions of diacetylene
polymers exhibit many bright colors: red, yellow, green, blue, and gold.

Diacetylene polymers have the capability of forming perfect crystals in the solid
state, with every polymer chain reaching from one end of the crystal to the other.
This occurs when the crystal size is less than the usual length of the polymer in a
bulk material, and it causes the polymer molecular weight to depend on the
nanocrystal size. A typical molecular weight is 10° Da. Figure 11.8 shows a
130-nm rectangular microcrystal of the polymer 4-BCMU, which has the chemical
structure given in Fig. 11.7. The compound DCBD was found to form both
nanocrystals like the one illustrated in Fig. 11.8, as well as nanofibers about 7 pum
long, with diameters of ~ 60 nm.

These materials have a number of important applications, such as in nonlinear
optics. Small nanocrystals of the polydiacetylene compound DCHD exhibit quantum
size effects, with the excitonic absorption peak of 70-, 100-, and 150-nm crystals

Infnm

Figure 11.8. Scanning electron microscopepicture of a poly(4-BCMU) single nanocrystal about
130nm in size. [From Kasai et al. (2000), p. 443.]
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appearing at wavelengths of 640, 656, and 652nm, respectively, which is the
expected shift toward lower energies (i.e., longer wavelengths) with increasing
particle size.

11.4. POLYMERS

11.4.1. Conductive Polymers

Many nanoparticles are metals, such as the structural magic number particle Auss.
The metals under consideration in their bulk form are good conductors of electricity.
There are also polymers, called conductive polymers or organic metals, which are
good conductors of electricity, and polyacetylene is an example. Many polyaniline-
based polymers are close to silver in the galvanic series, which lists metals in
the order of their potential or ease of oxidation.

Acetylene HC=CH has the monomer

o (11.16)

corresponding to the repeat unit [—CH=CH—1],,. Other examples of compounds
that produce conducting polymers are the benzene derivative aniline C4H;NH,,
which may also be written ¢NH,, and the two 5-membered ring compounds pyrrole
(C,H NH) and thiophene (C,H4S). The structure of thiophene is sketched in
Fig. 10.20, and pyrrole has the same structure with the sulfur atom S replaced by
a nitrogen atom N bonded to a hydrogen H. These molecules all have alternating
double-singlechemical bonds, and hence they form polymers that are n-conjugated.
The n conjugation of the carbon bonds along the oriented polymer chains provides
pathways for the flow of conduction electrons, and hence it is responsible for the
good electrical conduction along individual polymer nanoparticles. Polarons, or
electrons surrounded by clouds of phonons, may also contribute to this intrinsic
conductivity. The overall conductivity, however, is less than this intrinsic conducti-
vity, and must take into account the particular nature of the polymer.

Wessling (2000) has proposed an explanation of the high electrical conductivity
of conductive polymers such as polyacetylene and polyaniline on the basis of their
nanostructure involving primary particles with a metallic core of diameter = 8 nm
surrounded by an amorphous nonconducting layer 0.08 nm thick of the same
[C,H,], composition. Figure 11.9 presents a sketch of the model proposed by
Wessling based on scanning electron microscope pictures of conductive polymers.
The individual nanoparticles are seen joined together in networks comprising 30-50
particles, with branching every 10 or so particles. Several of the nanoparticles are
pictured with their top halves removed to display the inner metallic core, and their
surrounding amorphous coating. The electrical conductivity mechanism is purely
metallic within each particle, and involves thermally activated tunneling of the
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Figure 11.9. Sketch of the nanostructure of a polyacetylene conductive polymer showing the
=~ 9.6-nm-diameter nanoparticles. The top halves of several of these nanoparticles have been
removed to display the = 8-nm-diameter metallic core and the 2 0.8-nm-thick surrounding
amorphous coating. This illustration was reconstructed from scanning electron microscope
pictures. [From B. Wessling, in Nalwa (2000}, Vol. 5, Chapter 10, p. 512.1

electrons responsible for the passage of electrical current through the outer
amorphous layer from one particle to the next. Thus bulk conductive polymers
are truly nanomaterials because of their = 10-nm microstructure. In many cases it is
easier to prepare conductive polymers in the nanoparticle range of dimensions than it
is to prepare conventional metal particles in this size range.

Polyaniline and its analogs change color with the application of particular
voltages and suitable chemicals; that is, they are electrochromic and chemochromic.
This makes them appropriate candidates for use in light-emitting diodes (LEDS).
Other applications are the surface finish of printed-circuit boards, corrosion protec-
tion for metal surfaces, semitransparent antistatic coatings for electronic products,
polymeric batteries, and electromagnetic shielding.

11.4.2. Block Copolymers

We have seen that a polymer is a very large molecule composed of a chain of
individual basic units called monomers joined together in sequence. A copolymer is
a macromolecule containing two or more types of monomers, and a block copolymer
has these basic units or monomer types joined together in long individual sequences
called blocks (Liu 2000). Of particular interest is a diblock polymer (A),,(B),, which
contains a linear sequence of m monomers of type A joined through a transition
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section to a linear sequence of n monomers of type B. An example of a diblock
polymer is polyacetylene—transition section-polystyrenewith the following structure

[End group]—[polyacteylene] —[transition member] —-[polystyrene}—[end group]
(11.17)

which for a particular case may be written in a more detailed manner as
C,H;—[—CH=CH—],,—CH, —C¢,—[—C¢pH—CH,—],—CH; (11.18)

where the end groups have been chosen as the ethyl —C,Hs and methyl —CH,
radicals, and the transition member that joins the two polymer sequences is the
chemical group —CH,—C¢, —. Of greater practical importance are more complex
copolymers that contain several or many monomer sequences of the types (A),,
and (B),.

If the conditions are right, then individual polymers are able to self-assemble to
produce copolymers. In many cases one polymer component is water-soluble and the
other is not. Some examples of nanostructures fabricated from copolymers are hairy
nanospheres, star polymers, and polymer brushes, which are illustrated in Fig. 11.10.
The nanosphere can be constructed from one long polymer (A),,, that coils up and
develops crosslinks between adjacent lengths of strands to give rigidity to the sphere.
The projections from the nanosphere surface are sets of the other copolymer element
(B), attached to the spherical surface formed from polymer (A),,,.If the lengths of
the projections formed by (B), are short compared to the sphere diameter, the

’

Star Polymer Hairy Nanosphere

Soluble block
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(2200022222272 02022
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Polymer Brush
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Figure 11.10. Sketch of a star polymer (top left), a hairy nanosphere (top right), and a polymer
brush (bottom).[From G. Liu, in Nalwa (2000), Vol. 5, Chapter 9, pp. 479, 488.]
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nanostructure is called a “hairy nanosphere,” whereas if the sphere is small and
the projections are long, it is called a “star polymer”. If the nanosphere is hollow,
then fibers of the polymers (B), can also project inward from the inner surface of the
spherical shell. Copolymers can be used to construct structures that resemble the
micelles discussed in Section 12.4.2.

Star polymers are used in industry to improve the melt strength, that is, the
mechanical properties of molten plastic materials. Hairy nanospheres have been
employed for the removal of organic compounds from water, both in a dispersed
form and as solid microparticles. Polymer brushes are effective for dispersing latex
and pigment particles in paint. Nanostructures consisting of block copolymers
function as catalysts, are utilized in the production of nanosized electronic devices,
and find applications for water reclamation. Otsuka et al. (2001) pointed out that
block copolymers adsorbed on surfaces in brush or micelle forms, or self-assembled
into micelles, provide a powerful tool for manipulating the characteristics of surfaces
and interfaces. An example from this article is described in Section 11.5.4.
Block copolymers are expected to have novel applications, especially of the
biomedical type.

11.5. SUPRAMOLECULAR STRUCTURES

11.5.1. Transition-Metal-Mediated Types

Supramolecular structures are large molecules formed by grouping or bonding
together several smaller molecules. In this section we will follow Stang and Olenyuk
(2000) and discuss the assembly of supramolecular structures containing transition
metals in the form of molecular squares with a high degree of symmetry. Analogous
patterns have been synthesized in the shapes of equilateral triangles, pentagons,
hexagons, and even three-dimensional octahedra. These configurations can often be
constructed by the process of self-assembly. The use of self-assembly procedures in
industry could lead to lower manufacturing costs for chemical products.

A square supramolecular structure can be fabricated by starting with an angular
subunit and combining it with either a linear subunit, or another angular subunit, in
the manner sketched in Fig. 11.11. The former process, outlined in Fig. 11.12, was
used to produce the assembly shown in Fig. 11.13in which either palladium (Pd) or
platinum (Pt) is the transition metal. Eight nearby singly charged counterions
~0S0,CF, compensate for the 42 charges on each of the four metal ions M+,
The latter process for forming an approximately square molecule, outlined in
Fig. 11.14, produced the molecular square with the structure sketched in Fig. 11.15.
This figure lists the bond lengths and bond angles, and indicates that the Pd—Pd and
Pt—Pt separation distances are 1.4nm and 1.3nm, respectively. Once again, the +2
charge on each Pd ion is balanced by four nearby ~OSO,CF; counterions. The
overall geometry of the center square is nearly flat, with only minor deviations from a
perfect plane. The stacking diagram of Fig. [ 1.16 clarifies how adjacent molecules fit
together in space.
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Figure 11.11. Cyclic polygons (bottom) constructed from building blocks (top) by the use of
linear and angular subunits (lower left), and by the use of the two types of angular subunits
(lower right). [From P. J. Stang and B. Olenyuk, in Nalwa (2000), Vol. 5, Chapter 2, p. 169.1

11.5.2. Dendritic Molecules

We are all familiar with the branching construction of a tree, how one trunk forms
several large branches, each large branch forms additional smaller branches, and so
on. The roots of the tree exhibit the same branched mode of growth. This type of
architecture is a fractal one, associated with a space whose dimensions are not an
integer such as 2 or 3, but rather the dimensionality is a fraction. There are molecules

L X

[ |
M=Pd, Pt L—I\Iﬂ—-m—l\lll—L
L

Mmool [

X="0Tf, H,0,NO;
L=Et;P, 1/2dppp,
1/2 H,N(CH,),NH,

Figure11.12. Programmedself-assembly of four linear and four 90° angular subunits to form a
molecular square. [From Stang and Olenyuk, Nalwa (2000), p. 171]
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Figure 11.13. Molecular square formed by the self-assembly process of Fig. 11.11 from the
subunits acyclic bisphosphaneon the upper left and 2,9-diazabenzo|[cd,/m]perylene on the upper
right, where Et denotes an ethyl group —C,Hs, and M can be either a Pd or a Pt atom. The
overall +8 charge of the structure is balanced by eight —OSO,CF5 counterions, as indicated.

[From Stang and Olenyuk, Nalwa (2000), p. 173.1
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Figure 11.14. Programmed self-assembly of two types of angular subunits to form a molecular

square [From Stang and Olenyuk (2000), p. 180.1
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Figure 11.15. Molecular square formed by the self-assembly process of Fig. 11.14 showing
bond angles, bond lengths, and interatomic distances expressed in angstrom (A) units
(10A=1 nm), obtained from a single-crystal X-ray diffraction study. The symbol Et denotes an
ethyl group —CzHs and Ph, a phenyl group —CgHs. The overall charge of the structure +4
is balanced by four —OSO2CF3 counterions. [From Stang and Olenyuk {2000}, p. 181.]

called dendrimers or cascade molecules, which form by this type of cascade process.
See Archut and Vogtle (2000) for more details.

The first dendrimer preparation scheme, outlined in Fig. 11.17, started with three
different diamine compounds: diamine itself (H,N—NH;), m-phenylenediamine,
and 2,6-diaminopyridine. Initially the starting compound, H,N—X—NH,, was
reacted with vinylcyanide (H,C=CH—CN) to replace the hydrogens of the
amino groups (NH;) with cyano groups CN, and form the double cyanide
derivative (CN),N—X—N(CN),. This derivative compound was then reacted with
sodium borohydride (NaBH.,) using a Co”" catalyst to form the second-generation
compound (H,N),N-—~X—N(NH,), of the dendrimer iteration sequence.
Figure 11.17 outlines the iteration sequence leading up to the formation of the
third-generation compound [(H,N)>,N],N—X—N[N(NH;),], of the sequence (not
shown in the figure). The notation is to call the compound obtained by two iterations
the third-generation compound. The chemical structures for X in the m-phenylene
and the 2,6-pyridine varieties of these diamine starting compounds H,N—X—NH,
are shown in the lower left of Fig. 11.17.

Figure 11.18 provides another example of a polyaminoamine dendrimer
(PAMAM). To estimate the size of a dendrimer such as this, we can use the
crystallographic data of Wyckoff (1966) for the three normal (i.e., unbranched)
aliphatic compounds C,H,,,, with n =8,18,36. The average transverse unit-cell
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Figure 11.16. Space-iflimg model of the molecular square of Fig 11.15, constructed from X-ray
diffractiondata. [From Stang and Olenyuk (2000), p. 182.)

dimensions are ap =0.415 nm end &, =4.96 nm correspondingto the cross-sectional
area aph, =0.206 nm>. The length of the unit eell ¢, is propertional to the number of
carbon atoms #, and has the average value 0,137 nm/carbon. This is consistent with
the ~ 2.2-nm extension of the hexadecanethiol [C11,(CH>),,S—] compounds in the
self-assembled monolayer discussed in Section I} 1.3. Each PAMAM monomer has
five carbons and two nitrogens corresponding to # =7, which gives a length of
0.96nm. Taking into account bending at the splitting points or bifurcations, the
radius increases by perhaps 1.3 nm per generation, which gives a total of 13 nm for
10 generations. Thus dendrimers of this type have sizes typical of nanoparticles.

The dendrimers discussed so far are ones in which the number of terminal groups
doubles at each branching point. The polyamine oOf Fig. 1 1.17 grows by the series
242816,. .. ,and the polyamidoamine of Fig. 11.38 grows in accordance with the
sequence3.6,12,24, . ... This continuous doubling is referred to as divergent growth,
and the process is termed divergent synthesis. Fach main branching complex
emanating from the core is called a wedge, which means that the polyamine
dendrimer has two wedges, and the polyamidoamine has three wedges. Thus a
typical dendrimer consists of a central core plus two, three Or more wedges, each of
which ends with an outer region or periphery consisting o f terminal groups.
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Figure 11.17. Original slep-by-step self-assembly of a polyamine dendrimer by alternating
between steps that replace the hydrogens of amino groups by cyanide groups [—NH,=
—N({CN).], and then add hydrogens to the cyanide nitrogens [—GN= —CNH;]. [From E.
Buhleier, W. Wehner, and F. Vogtle, Synthesis 155 (1978).]

Since the steps o fa dendrimer synthesis repeat, as occurs in the diamine case with
the alternating vinylcyanide/sodium-borohydride reactions shown in Fig. | 117, the
growth process leading to the final array of terminal groups is related to. or perhaps
analogous to, the self-assembly processes discussed in Chapter 10. To obtain a
functionally useful molecule, the branching or bifurcation process can be terminated
after several generations, with the ending groups serving as receptors for the
attachment of functional groups such as catalysts, molecular switches, or light-
sensitive chmmophors. A chromophor is a compound which becomes colored when
it is exposed to visible or ultraviolet light.

Dendrimers with terminal groups containing catalytic sites are sometimes referred
to as dendralvsts. An example is the Si core dendrimer, which has a carbosilane
skeleton constructed from silane molecules SiH4 by replacing the hydrogen atoms H
of SiH4 by carbon atoms C of hydrocarbon molecules C,Hz,,2. These long-chain
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Figure 11.18. Fifth-generation polyarninoarnine (PAMAM) dendrirner. [Prepared by D. A
Tornalia, H. Baker, J. R. Dewald, M. Hall, G. Kallos, S. Martin, J. Roeck, J. Ryder, and
P. Smith, Polym. J. 17, 117 (1985).]

hydrocarbon molecules are represented by zigzag lines in Fig. 11.19. This dendrimer
has aryl-nickel complexes (aromatic compounds containing Ni) bound at the
periphery of the carbosilane skeleton. It is capable, for example, of catalyzing the
particular chemical reaction called the Kharash addition of tetrachloro-
methane (CCly) to the polymer precursor material methyl methacrylate
(CH,=C(CH;)CO,CHjs). Because of their large size, dendralysts like the one illu-
strated in Fig. 11.19 are easily separated from the reaction mixture after the end of
the reaction, which would not be the case if the catalytic sites were situated on much
smaller molecules or solid polymer supports. Thus dendralysts, which are really
heterogeneous catalysts, can function in solution as homogeneous catalysts (see
Section 10.2.1). Functional groups can also be associated with the core of
the dendrimer, with the surrounding bifurcation regions serving as a shield for the
active group of the core region.
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Figure 11.19. Dendrimer catalyst (dendralyst) with an Si core, and terminal group ary
nickel complexes as the catalytically active functional groups. [From J. W. J. Knapen,
A. W. van der Made, J. C. de Wilde, P. W. N. M. van Leeuwenn, P. Wijkens, D. M. Grove,
and G. van Koten, Nature 372, 659 (1994).]

11.5.3. Supramolecular Dendrimers

Individual dendritic compounds can be linked together to form larger structures
called supramolecular dendrimers, and this linking procedure can be carried out by a
process called supramolecular self-assembly. As an example consider the dendrimer
in the upper left corner of Fig. 11.20,in which the core consists of a central benzene
ring associated with a complicated aromatic, polycyclic complex attached above it,
plus two branched wedges shown bifurcated below it. To simplify the notation, this
dendrimer is presented in abbreviated form in the upper right corner with a
boldfaced triangle representing the complicated complex attached to the central
benzene ring. The lower part of the figure shows a supramolecular dendritic complex
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Figure 11.20. Sketch of sixfold (hexamer) supramolecular dendritic complex showing the
structural formula of an individual component dendrimer at the upper left, the same component
in a compact notation at the upper right, and the final self-assembled configuration of six
components at the bottom. [Adapted from A. Archut and F. Vogtle, in Nalwa (2000), Vol. 5,

Chapter 5, p. 367.1
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called a hexamer self-assembled via hydrogen bonding, with six of the original
dendrimers forming its wedges. Supramolecular dendritic structures with high
molecular weights have also been prepared by utilizing metal coordination and
hydrogen bonding.

Many dendrimers tenaciously hold back some solvent, and some of them can trap
molecules such as radicals, charged moieties (parts of molecules), and dyes. When
molecules of different sizes are trapped they can be selectively released by gradual
hydrolysis (reaction with water) of the dendrimer outer and middle layers.
Figure 11.21 depicts a dendrimer that has trapped two sizes of “guest” molecules.
Dendrimers of this type can be useful for prolonging the lifetime of unstable
chemical molecules. The torroidal shaped D-cyclodextrin molecule with the structure

guest
molecule

Figure 11.21. Small and large “guest” molecules shown enclosed in ‘dendritic boxes’ of a
polyamine dendrimer. [From Archut and Vogtle (2000), p. 364.1
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Figure 11.22. Chemical structure (left) and sketch of torroidal shaped cavity (right) of the
B-cyclohydextrinpolymer. [From F. J. Owens and S. Bulusu (to be published).]

sketched in Fig. 11.22 has a hydrophobic central cavity that has a range of inner
radii from 0.5 to 0.8 nm, depending on the number of D-glycosyl units in the cyclic
polymer chain. The number can vary from six to eight or more. This molecule is able
to trap energetic molecules such as trinitroazedine and remove them from water
effluents so that they will not contaminate the environment.

11.5.4. Micelles

Micelles, described in Section 12.4.2, are globular configurations or arrays of
molecules containing hydrophobic (water-avoiding) tails that form a cluster on the
inside, and hydrophilic (water-seeking) heads that point outward toward the
surrounding water solvent. Dendrimers have been made that are equivalent to uni-
molecular micelles with an inner structure of (mostly) hydrophobic hydrocarbon
chains, and an outer region or periphery with hydrophilic terminal groups.
Figure 11.23 sketches the structure of a micellanoic acid dendrimer, which is a
synthetic micelle containing terminal hydrophilic acid groups (—COOQOH). Inverse
dendrimer micelles have also been synthesized that have an interior structure that is
water-seeking, and an exterior or peripheral structure that is water-avoiding.

We shall conclude this chapter with an example of a block polymer that is formed
into a micelle that modifies a surface. The block copolymer is formed from two
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Figure 11.23. Dendritic micelle with an internal structure of hydrophobic hydrocarbon chains
depicted as wavy lines, and hydrophilic acid groups —COOH attached around the outer
perimeter. [From Archut and Vogtle (2000), p. 368.1

segments linked to each other. One is a polylactide (PLA) polymer with a terminal
polymerizable double bond, and the other is a polyethylene glycol (PEG) polymer
with an acetal [CH;CH(OC,Hs),] functional group at its outer or distal end, as
shown in the center part of Fig. 11.24. The upper part of the figure shows how the
polylactide components form into a substrate matrix with a layer of polyethylene
glycol segments comprising a dense polymer block above it of the type illustrated at
the bottom of Fig. 11.10. The functional groups that terminate the polyethyene
glycol segments are shown reacting with specific cells and proteins. The lower part
of the figure shows how dialysis, or membrane separation in water, is used to form
spherical micelles from the block copolymer with acetal or aldehyde (—CHO)
functional groups on the surface. The micelles are used to modify a surface, as
shown.

Electron paramagnetic resonance (EPR) was employed to study the aldehyde
(—CHO) groups on a copolymer surface with the aid of the 2,2,6,6-tetramethyl-1-
piperidineloxyl (TEMPO) derivative spin-label compound that has the abbreviated
formula sketched in Fig. 11.25. The three-line EPR spectrum characteristic of the
spin label that is shown in part (a) of the figure indicated the conjugation or
attachment of the spin label TEMPO to the aldehyde group at the end of a



11.5. SUPRAMOLECULAR STRUCTURES 307

“ Interaction with
‘ specific cells

and proteins

Ligand motecutes:
\ sugar and oligopeptide

PEG layer inhibits non-specific
adsorption of proteins
Bicdegradable surface ‘ P P

Functionalization of
polylactide surface
- Hydrophilic segment

Functionalgroup: /C%/ - (PEC)
Acetal ~— Hydrophilic segment
- (PLA)
- &&(ﬂﬁlﬂ&:

Polymerizable/ da'\/‘}[

double bond
Dialysis
N water

Acetal group N Aldehyde group

Hydrolysis

b bt Aot 4

Polymerization

roymenizatien g
Surface U -
modification  Cork-pojymerized micelle

with airdehyde groups

on the surface

0¥0g o008y o008y 00, 00, 00,
O 86 O O OO S

[

O e
Micelle formation

Figure 11.24. Schematic representation of an aggregation of polylactide (PLA)/polyethylene-
glycol (PEG) block copolymers (center of figure). The upper illustration shows how these
copolymers have formed a PEG layer that inhibits the nonspecific adsorption of proteins. The
lower illustration shows how these copolymers form micelles that coat a surface. [From Otsuka
et al. (2001)]

polyethylene glycol (PEG)segment on the surface. When the acetal surface was
treated with TEMPO prior to replacing acetal groups with aldehydes, Fig. 11.25b
indicates that only a very weak EPR triplet spectrum was obscrved, probably due to
the direct physical adsorption of TEMPO molecules on the surface. Figure 11.25¢
shows that no EPR spin-labe] signal appears when the aldchyde surface was treated
with avariety of TEMPO that lacked an amino (—NH;) group. The upper partofthe
figure shows how the TEMPO molecule bonds 10 the aldehyde (—CHQ) group
located at the end of the cthylene glycol copolymer segment.
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Figure 1125. Electron paramagnetic resonance spectra (lower right) of a PEG-PLA surface
containing acetal or aldehyde groups alter interaction with the spin label TEMPO, which
produces an EPR triplet spectrum. Spectraare illustratedfor (a) an aldehyde surface interacting
with 4-amine TEMPO, {b) an acetal surface interacting with 4-amino TEMPO, and (¢} an
aldehydesurface interactingwith TEMPO, which lacks an amino group —NH.., The strong outer
calibrationlineswith a @0 mT spacing on Ihe EPR spectraare due to the presence of Mn** ions.
[From Otsuka et al. {(2001).]
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BIOLOGICAL MATERIALS

12.1. INTRODUCTION

It is customary to define nanoparticles or nanostructures as entities in the range of
sizes from 1to 100nm, so many biological materials are classified as nanoparticles.
Bacteria, which range in size between 1 and 10 um, are in the mesoscopic range,
while viruses with dimensions from 10 to 200nm are at the upper part of the
nanoparticle range. Proteins, which ordinarily come in sizes between 4 and 50 nm,
are in the low nanometer range. The building blocks of proteins are 20 amino acids,
each about 0.6 nm in size, which is slightly below the official lower limit of a
nanoparticle. More than 100 amino acids occur naturally, but only 20 are involved in
protein synthesis. To construct a protein, combinations of these latter amino acids
are tied together one after the other by strong peptide chemical bonds and form long
chains called polypeptides containing hundreds, and in some cases thousands, of
amino acids; hence they correspond to nanowires. The polypeptide nanowires
undergo twistings and turnings to compact themselves into a relatively small
volume corresponding to a polypeptide nanoparticle with a diameter that is typically
in the range of 4-50 nm. Thus a protein is a nanoparticle consisting of a compacted
polypeptide nanowire. The genetic material desoxyribonucleic acid (DNA) also has
the structure of a compacted nanowire. Its building blocks are four nucleotide
molecules that bind together in a long double-helix nanowire to form chromosomes,
which in humans contain about 140 x 10° nucleotides in sequence. Thus the DNA

Introduction to Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.
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molecule is a double nanowire, hvo nucleotide nanowires twisted around each with a
repeat unit every 3.4nm, and a diameter of 2nm. This long double-stranded
nanowire also undergoes systematic twistings and turnings to become compacted
into a chromosome about 6 wm long and 1.4 pm wide. The chromosome itself is not
small enough to he a nanoparticlc; rather, it is in the mesoscopic range of size.

To gain some additional perspective about the overall scope of nanometer-range
sizes involved in the buildup of biological structures, let us consider the human
tendon as a typical structure (Tirrell 1994). The function of a tendon is to attach a
muscle to a bone. From the viewpoint of biology, the fundamental building block of
a tendon is the assemblage of amino acids (0.6 nm) that form the gelatinlike protein
called collagen (Inm), which coils into a triple helix (2nm). There follows a
threefold sequence of fiberlike or fibrillar nanostructures: a microfibril (3.5 nm), a
subfibril (10-20nm), and a fibril itself (50-500nm). The final two steps in the
buildup, specifically, the cluster of fibers called a fascicle (50~300pum) and the
tendon itself (10-50 cm), are far beyond the nanometer range 0f sizes. The fascicle is
considered mesoscopic and the tendon, macroscopic in size. Since the smallest
amino acid glycine, is —0.42 nm in size. and some viruses reach 200 nm, it seems
appropriate to define a biological nanostructure as being in the nominalrange from
05 to 200 nm. With this in mind, the present chapter focuscs on nanonieter-size
constituents of biological materials, In addition, we also comment on some special
cases in which artificially constructed nanostnicturcs are of importance in biology.
See Gross (| 999) for some additional discussions of biological nanoshuctures.

12.2. BIOLOGICAL BUILDING BLOCKS

12.2.1. Sizes of Building Blocks and Nanostructures

There are a number of ways to determine or estimate the size parameters d of the
fundamental biological building blocks, which are amino acids for proteins and
nucleotides for DNA. If the crystal structure is known for the building-block
molecule, and there are n molecules in the crystallographic unit cell. then one can
divide the unit cell volume ¥y; by # and take the cube root of the result to obtain an
average size or average dimension:

e (%") ” (12.1)

Ifthe crystal structure is orthorhombic (see Section 33). then the unit cell is a
rectangular box o flengtha, width 6, and height¢ with the volume V;=a x A X ¢, to
give for the avenge size ofthe moleculed = (@ x & x ¢/n)'"?, where n is the number
of molecules in the cell. In a typical case n is 2 or 4. For the higher-symmetry
tetragonal case we set a= b in this expression, and the cubic case for n = | has the
special result a=h=c=d. One can also deduce the size by reconstructing the
molecule from knowledge of its atomic constitution, taking into account the lengths
and angles of the chemical bonds between its atoms.
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Another common way to detcrrnine the size o fa biological molecule is to observe
it using an electron microscope, which can provide images called efectron micro-
graphs taken from various molecular orientations. This approach 1s especially useful
for larger nanosized objects such as proteins or viruses. Figure 12.1 presents a
micrograph of the poliomyelitis virus enlarged 74,000 times, and Fig. 12.2 shows a
bacteriophage attacking a bacteriumat an enlargement 0f41,600x. A bacteriophage
is a type Of virus that attacks and infects bacteria. The poliomyelitis virus has a
diameter of 30 nm, and the bacteriophage shown in Fig. 12.2 has a 40-nm head
attached to a tail that is 100nm long and 13 nm wide. The bacterium in the
illustration is 1600 nm (i.e., 1.6 um) long and 360 nm wide. These figures confirm
our earlier observation that viruses are nanoparticles, and that bacteria are
mesoscopic, beyond the nanoparticle size range. Figure 12.3 provides skctchcs
of the shapes of four well-known proteins with dimensions ranging from 4 to
76nm.

Many biological macromolecules such as proteins are characterized by their
molecular weight M. and it was shown in Section 11.2.2 that the size 4 of a
molecule or nanoparticle is related to its molecular weight My and ils density p
through the expression

.l"i ' Lflll
it =Ql |s4( %) nm (12.2)
f

where M,y is expressed in daltons (Da, g/mol) and g in the usual units g/em®, This
formula assumes that the nanoparticle is fairly uniform in shape, with very little
stretching or compression in any direction. If the molecule is flat, or perhaps
clongated like 7-globulin or fibrinogen. which have the shapes depicted b Fig. 12.3.
then either Fig. 11.2 or Fig. 11.3 can be used to deduce the size.

Crystallographic data can be used to calculate the density of amino acids, and the
Handbook of Chemistry and Physics reports the densitics 1.43, 1.607, and

Figure 12.1. Micrograph of poliomyelitis virus, with an amplification of 74.,000x [From
R. C. Williams, in A. Nasan, Texthook of Modern Biology, Wiley, New York, 1965, p. 81.]
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Figure 12.2. Micrograph of bacleriophages attacking a baclerium, with an amplification of
41,580x. [From T. F. Anderson, in A. Nason, Textbook of Modern Biology, Wiley, New York,

1965, p. 82.]

I.Z’»]()g,,fcm3 for the amino acids alanine, glycine, and valine, respectively and, of
course, p=1 g/cm3 for water. Proteins have a less compact structure and hence
lower values of p than their constituent amino acids. On the basis of these
considerations, we arrive at the following approximate expression

d = 0.12(My)""* nm (12.3)

Haemoglobin
68 KDa K

4.5 %7 nm
Lipoprotein
1300 KDa
20 nm
v-Globulin
90Kba < >
4.3 <26 nm
Fibrinogen
406 KDa
4 %76 nm
- I——

Figure 12.3. Approximate sizes and molecular weights of four proteins.
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which we will use to estimate the sizes o fbiological macromolecules. For example,
the protein haemoglobin, which has a molecular weight Ay = 68,000 Da, has the
length parameter ¢ = 4.8 nm, well within the nanoparticle range.

The twistings and turnings o f polypeptide nanowires to form a compact protein
structure held together by weak hydrogen and disulfide (—S—S—) bonds can be
somewhat loose, with spaces present between the polypeptide nanowire sections, SO
the density of the protein is less than that of its constituent amino acids in the
crystalline state. This can cause Eq. (12.3) to underestimatethe size parameter of a
protein. Ifthe molecular weight of a protein is known and the volume is determined
from an electron micrograph such as those pictured in Figs. 12.1and 12.2, then the
density p (in g/em®) can be calculated by an inversion of Eg. (I 1.10)

p =0.001661 l—)"

where the molecular weight My is in daltons, and the volume ¥ is in cubic
nanometers.

Table 12.1 lists the molecular weights My and various length parametersd for a
number of biological nanoparticles, Fig. 12.3 provides estimated molecular weights
and dimensions of four proteins, and Table 12.2 lists sizes for biological structures
and quantities that are larger than nanoparticles, in the micrometer region. All the
amino acids have the common structure sketched in Fig. 12.4. with the acid or
carboxyl group —COOH at one end and an adjacent carbon atom that is bondedto a
hydrogen atom, an amino group NH>, and a group R that characterizesthe particular
amino acid. Figure 12.5 presents the structures of six of the amino acids, including
the smallest acid, glycine, for which the R group is simply a hydrogen atom H, and
the largest tryptophan in which R is a conjugated double-ring system. The structures
ofthe nucleotide building blocks of DNA and RNA are presentedin Section 12.3.1.

12.2.2. Polypeptide Nanowire and Protein Nanoparticle

Figure 126 illustrates the manner in which amino acids combine together in chains
through the formation of a peptide bond. To form this bond the hydroxy (—OH) of
the carboxyl group o f one amino acid combines with the hydrogen atom H of the
amino group o f the next amino acid, with the establishment ofa C—N peptide bond
accompanied by the release of water (H;O), as displayed in the figure. The figure
shows the formation of a tripeptide molecule, and a typical protein is composed of
one or more very long polypeptide molecules. Small peptides are called ofigopep-
fides, and amino acids incorporated into polypeptide chains are often referred to as
amino acid residues to distinguish them from free or unbound amino acids. The
protein haemoglobin, for example, contains four polypeptides, each with about 300
amino acid residues.

The stretched-out polypeptide chain, ofthe type shown at the top of Fig. 12.7, is
called the primary structure, To become more compact locally, the chains either coil
up inawhat is called an aipha helix (a helix), or they combine in sheets called hetu
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Table 12.1. Typical sizes of various biological substances in the nanometer range

Class Material M, (Da) Size d (nm)
Amino acids Glycine (smallest amino acid) 75 0.42
Tryptophan (largest amino acid) 246 0.67
Nucleotides Cytosine monophosphate 309 0.8
(smallest DNA nucleotide)
Guanine monophosphate 361 0.86
(largest DNA nucleotide)
Adenosine triphosphate 499 0.95
(ATP, energy source)
Other molecules Steric acid C;7H;35CO,H R4 0.87
Chlorophyll, in plants 720 1.1
Proteins Insulin, polypeptide hormone 6.000 2.2
Hemoglobin, carries oxygen 68,000 7.0
Albumin, in white of egg 69,000 9.0
Elastin, cell-supporting material 72.000 5.0
Fibrinogen, for blocd clotting 400,000 50
Lipoprotein, carrier of 1,300,000 20
cholesterol (globular shape)
Ribosome (where protein 30
synthesis occurs)
Glycogen granules of liver 150
Viruses Influenza 60
Tobacco mosaic, length 20
Bacteriophage T, Ko

sheers (f# sheets) held together by hydrogen bonds, as shown in Fig. [2.7b. The
sheets might also he called ranefilms. These two configurations constitute what is
referred to as the secondary structure, An overall compactness is achieved by a
tertiary structure consisting of a series of twistings and turnings. held in place by
disulfide bonds, as shown in Fig. 12.7c. If there is more than one polypeptide
present, they position themselves relative to each other in a quaternary structure, as
shown in Fig. 12.7d. This type of quaternary structure packing is a characteristic of
globe-shaped proteins. Some proteins are globular, and others arc elongated as

Amino
Group Acid

Characteristic l Group

Group /
NH, O
\ 12
R=C-C-0OH
|

H

Figure 124. Chemical structure of an amino acid.
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Table 12.2. Typical sizes in micrometers of varlous biological substances in the
mesascopic range

Class Material Size d (um)
Organelles (stnictures in Mitochondrion, where aerobic 05x0.9x 3
cells outside nucleus) respiration produces
ATP molecules
Chloroplast, site of 4
photosynthesis, length
Lysosome (vesicle with 0.7

enzymes for digesting
macromolecules)

Vacuole of amoeba 10
Cells Escherichia coli (E. coli) 8
bacterium, length
Human blood platelet 3
Leukocytes (white blood cells), 8-15
globular shape
Erythrocytes (red blood cells), 15x 8
disk shape
Miscellaneous Human chromosome 9
Fascicle in tendon 50-300

illustrated in Fig. 12.3. It is clear from the two bottom sketches of Fig. 12.7 that the
tertiary and quaternary structures are not very closely packed so the density is lower
than that of the amino acids in the crystalline state, as was mentioned above. In
practice, some of the space within a protein molecule residing in the cytoplasm of a
cell will contain water ofhydration between the twistings and turnings. We conclude
from these considerations that the structure of protein nanoparticles is often
complex.

12.3. NUCLEIC ACIDS

12.3.1. DNA Double Nanowlre

The basic building block of DNA, which is a nucleotide with the chemical structure
sketched in Fig. 12.8, is more complex than an amino acid. It contains a five-
membered desoxyrihosc sugar ring in the center with a phosphate group (PO4H,)
attached at one end and a nucleic acid base R attached at the other end. The figure
also indicates by arrows on the left side the attachment points to other nucleotides to
form the sugar—phosphate backbone of a DNA strand. Figure 12.9 presents the
structures of the feur nucleotide bases that can attach to the sugar on the upper right
of Fig. 12.8. It is clear from & comparison of Figs. 12.5 and 12.9 that the nucleic
acid base molecules are about the same sizes as the amino acid molecules. The
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STRUCTURE
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Figure 12.5. Names, symbols, malecular weights M,, size parameters d, three-letter RNA
genetic codewords (codons), and structures of 6 of the 20 amino acids, with the smallest amino
acid, glycine, at the top, and the largest, tryptophan. at the bottom.
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Figure 126. Formationet a tripeptide chain (bottom) by establishing peptide bonds between
three amino acids (lop).
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Figure 12.7. The four levels of structure of a protein: (a) primary structure of a stretched-out
polypeptide,{b} secondary struciuras of an x helix {lefiy and a f sheet (right), (¢} ieriary structure
of a polypeptide held togeiher by disullide bonds (—S—S—). and quaternary struciure formed by
two peolypeptides. [From S. S. Mader, Bivlogy, McGraw-Hill, Boston, 2001, p. 47.]

attachment points where the bases bond to the desoxyribose sugar are indicated by
vertical arrows in Fig. 12.9,and the bases pair off with each other in the double-
stranded DNA in accordance with the horizontal arrows in the figure; that is,
cytosine (C) pairs with guanine (G),and thymine (T) pairs with adenine (A), in the
manner shown in Fig. 12.10, We see from this figure that the acid—phosphate group
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Attachment
point for next
desoxyribose sugar

Nucleotide Base

o e

R
H

IO—T-OI -—

Phosphate

Group HO H

H H
Attachment \
point for next H replaced by
phosphate group OH lor RNA

Desoxyribosesugar

Figure 128. Structure of a nucleotide molecule, showing the points of attachment lor the next
ribose sugar (upperlett) and the next phosphate group (lower left). the locationef the nucleotide
base (upper right). and the hydrogen atom ti to be replaced by an hydroxyl group —OH to
convert the desoxyribose sugar to ribose.

and the sugar group parts of adjacent nucleotides bond together to form the sugar—
phosphate backbone of a DNA strand, resulting in a macroscopically long double-
stranded molecule. The complementary base pairs C-G and T-A are held together
between the two strands by hydrogen bonds, as shown. Weak hydrogen bonds are
used to accomplish this, SO the double helix can easily unwind for the purposesof
transcription (forming RNA) or replication (duplicating itself). The individual strand
is 0.3d nm thick, the double helix has a diameter of 2nm, and the repeat unit
containing 10 nucleotide pairs is 3.4nm long, as indicated in the upper left of
Fig. 12.10. The 0.84-nm size ofa nucleotide listed in Table 12.1 is greater than the
0.34 distance between base pairs because, in accordance with Fig. 12.8, the distance
between the two attachment points 0N the nucleotide is much less than the overall
length of the molecule. Itis also clear from Fig. 12.10 that the pairs o f nucleotides
stretch lengthwise between the sugar—phosphate backbones o f the two DNA strands,
resulting in a 2-nm separation between them. To accomplish this coupling together
of the two nanostrands in an efficient manner, a small single-ring pyrimidine base
always pairs off with a larger two-ring purine base, namely, cytosine with guanine,
and thymine with adenine, as indicated in Fig. 12.10.

The 2-nm-wide strands are many orders o f magnitude too longto fit lengthwise in
the nucleus of a 6-pm-diameter human ¢ell, so they undergo several stages of
coiling, depicted in Fig. 12.11.Figure 12.11a shows the double-stranded DNA that
we have been describing. The next coiling stage consists of an —140-base-pair
length of DNA winding around a group of proteins called histories to form what is
sometimes called a “bead”, which has a diameter o f I Inm, as shown inFig. 12.1lb.



320  BIOLOGICAL MATERIALS

Pyrimidine Base Purine Base
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Figure 12.9. Sketch of the structuresof the two pyrimidine nucleotide bases, cytosine (C) and
thymine (T), and the two purine bases, guanine (G) and adenine (A). The points of attachment on
the desoxyribose sugar of Fig. 12.8, entailing the loss of a hydrogen atom H, are indicated by
vertical arrows. The horizontal arrows designate the complementary amino acid pairs.

The histone beads are joined together by lengths of double-stranded DNA in the
“linker region” between the beads, shown in Fig. 12.I1b. The DNA associated with
the histones is called cAromatin, and the histone bead with encircling DNA strands is
called a nucleosome. The linker regions provide the nucleosome sequence with the
great flexibility that is required for subsequent stages of folding.

In the next stage of compaction the nucleosomes stack one above the other,
alternating between hvo coiled columns and connected by the linker strands, as
shown laid out lengthwise in Fig. 12.11¢. They now form a structure of I-mm-long
chromatin fibers 30nm in diameter, a configuration called the “packing of the
nucleosomes”. The chromatin fibers then undergo the next higher order of folding
shown in Fig. 12.11d, and this becomes condensed into 700-nm-wide hyperfoldings
of the 300-nm-wide foldings, in the manner shown in Fig. 12.1le. These various
stages of compaction are held in place largely by relatively weak hydrogen bonds,
which makes it feasible for the overall structure to unfold, partially or completely,
for replication during cell division, or for transcription during the formation of
ribonucleic acid (RNA) molecules, which bring about or direct the synthesis
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Mot
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o hydragen bands

sugar

Flgure 12.10. Model of the DNA double helix. The width {2 nmj), the spacing between nucleo-
rides {& 34nm}, and the length of the repeat unit or pitch (3.4nm) of the helix are indicated in the
upper left, The sugar—phosphate backbones. the arrangemenis of the nucleotides (CJ. G, A),
and the four cases of nucleotide base pairing are sketched in the lower right. [From Mader
{2001), p. 225]

of proteins. The final condensed structure of the metaphase chromosome, sketched
in Fig. 12.11f, & small enough W fit inside the nucleus of a celi.

The genome is the complete set of hereditary units called genes, each of whichis
responsible for a particular structure or function in the body, such as determining the
color 0f one's eyes. In human beings the genome consists 0146 chromosomes (two
haploid sets of 23 chromosomes), with an average of about 1600 genes arranged
lengthwise along each chromosome. The human haploid genome contains about
3.4x 10” base pairs, an average of about 150 x 10° base pairs pes chromosome.
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Figure 12.11. Successive twistings and foldings during the packing of DNA into mammalian
chromosomes, wilh the sizes at successive slages given in nanometers. [FromR. J. Nessal and
H. Lecar. Molecular and Cell Biophysics. Addison-Wesley, Boston, 1991, Fig. 4.9 (p. 118}).]

12.3.2. Genetic Code and Protein Synthesis

The DNA molecule that we have just described contains the information for
directing the synthesis of proteins by the assignment of codewords called codons
to the individual amino acids, which bond together to form the proteins. One o f the
DNA strands, called the coding strand, stores this information, while the other strand
of the pair, called the complementary strand, does not have useful data. The
information for the synthesis is contained in a sequence Of three-letter words
using a four-letter alphabet A, C, G, and T based on the four nucleic acid bases
adenine (A), cytosine (C), guanine (G), and thymine (T) whose structures are
sketched in Fig. 12.9. Since there are three letters in a word and four letters in the
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alphabet there are 4°> =64 possible words, and 6 1 of these are used as codewords for
amino acids.

DNA is the carrier of heredity in the human body. This double-stranded
molecule has a companion single-stranded molecule, ribonucleic acid (RNA),
which is involved in the synthesis of proteins using the information transcribed
or passed on to it from DNA. To form RNA, the DNA uncoils, and sections of the
RNA strand are synthesized one nucleotide at a time, in sequence, a process called
transcription. The RNA strand structure differs from the DNA strand through the
replacement of one hydrogen atom (H) of the sugar molecule by an hydroxyl group
(OH), thereby forming the sugar ribose (instead of desoxyribose), as indicated at
the lower right of Fig. 12.8. RNA also utilizes the nucleotide base uracil with the
structure shown in Fig. 12.12 in place of the base thymine. Both of these nucleic
acid macromolecules—DNA and RNA—can be classified as nanowires because
their diameters are so small and their stretched-out lengths are so much greater than
their diameters.

To carry out the synthesis of a particular protein, a segment of the DNA molecule
uncoils, and the region of the double helix that stores the codewords for that
particular protein serves as a template for the synthesis of a single-stranded
messenger RNA molecule (mRNA) containing these codewords. In transcribing
the code, each nucleotide base of DNA is replaced by its complementary base on the
RNA, with the base uracil substituting for thymine in the RNA. Thus from Fig. 12.10
the transcription takes place by rewriting the codewords in accordance with the
scheme

A+U
C+G
G+C
T+A

(12.5)

Figure 12.12. Structure of the uracil pyrimidine base nucleic acid that replaces thymine in the
RNA molecule. The point of attachment on the ribose sugar of Fig. 12.8, entailingthe loss of a
hydrogen atom H, is indicated by a vertical arrow.
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so each word or codon on the mRNA is a composed of three letters from the set A,
C, G, U. Each codon corresponds to an amino acid, and the sequence of codons of
the mRNA provides the sequence in which the corresponding amino acids are
incorporated into the protein being formed. Since DNA inventories the codewords
for thousands of proteins, and mRNA contains the codewords for one protein, the
mRNA molecule is very short compared to DNA, it is a short nanowire. The mRNA
brings the message of the amino acid sequence from the nucleus of the cell where the
transcription from DNA takes place to nanoparticles called ribosomes in the
cytoplasm region outside the nucleus where the proteins are synthesized. A
number of additional protein nanoparticles called enzymes function as catalysts for
the processes of protein synthesis.

Two of the twenty amino acids have a single word or codon allocated to them,
and this word on RNA is UGG for tryptophan, as noted in Fig. 12.5. Other
amino acids have two to six words assigned to them, and some examples are given in
Fig. 12.5. In the terminology of linguistics, all the words assigned to a particular
amino acid are synonyms, and in the language of science the code is called
degenerate because there are synonyms. Three of the words, namely, UAA, UAG,
and UGA, are stop codons used to indicate the end of a specification of amino
acids in a part of a polypeptide. For example, the sequence of codons or
words ACU GCA GGC UAG corresponds to the triple-amino-acid polypeptide
Thr-Ala—Gly, where the symbols for these amino acids are given in Fig. 12.5, and
the final codon UAG indicates the end of the tripeptide.

12.4. BIOLOGICAL NANOSTRUCTURES

12.4.1. Examples of Proteins

There are many varieties of proteins, and they play a large number of roles in
animals and plants. For example, biological catalysts, called enzymes, are ordinarily
proteins. In this section we describe several representative proteins.

The protein hemoglobin, with molecular weight 68,000Da, consists of four
polypeptides, each of which has a sequence of about 300 amino acids. Each of these
polypeptides contains a heme molecule (C;4H3,04N4Fe) with an iron (Fe) atom that
serves as a site for the attachment of oxygen molecules O, to the hemoglobin for
transport to the tissues of the body. Every red blood cell or erythrocyte contains
about 250 million hemoglobin molecules, so each cell is capable of carrying
approximately one billion oxygen molecules.

Collagen constitutes 25-50% of all the proteins in mammals. It is the main
component of connective tissue, and hence the major load-bearing constituent of soft
tissue. It is found in cartilages, bones, tendons, ligaments, skin, and the cornea of the
eye. The fibers of collagen are formed by triple helices of proteins containing
repetitions of tripeptide sequences —GlyProXxx—, where the amino acid denoted by
Xxx is usually proline (Pro) or hydroxyproline (Hpro). Collagen differs from other
proteins in its high percentage of the amino acids proline (12%) and hydroxyproline
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(10%), and it also has a high percentage of glycine (34%6)and alanine (10%). The
proline and hydroxyproline residues have rigid five-membered rings containing
nitrogen, so collagen cannot form an a helix, but these residues do interject bends
into the polypeptide chains, facilitating the establishment of conformations that
strengthen the triplet helical structure. The smaller glycine residues make it easy to
establish close packing of the strands held together by hydrogen bonds. Artificial
genes in the size range from 40 to 70kDa have been prepared that encode tripeptide
sequences such as —GlyProPro— that resemble those in natural collagen.

The protein elastin possesses many properties similar to those of collagen. It
provides elasticity to skin, lungs, tendons, and arteries in mammals. Elastin has a
precursor protein called tropoelastin, which has a molecular weight of 72 kDa. Its
structure involves sequences of oligopeptides, short polypeptides that are only four
to nine amino acid residues in length. An analog of such a chain has been
synthesized that contains the pentapeptide sequence —ValProGlyValGly—, which
exhibits a reverse turn *arounda ProGly dipeptide. Additional amino acid residues
can occupy the space between turns, and make use of the high flexibility of glycine
as a spacer. Many turns joined together adapt a springlike structure that can be
stretched to over 3 times its resting length, and then return to rest without
experiencing any residual deformation.

The silk caterpillar Bombyx mori produces silk formed from hydrogen-bonded
B sheets of the protein fibroin. The fibers of the sheets are closely packed and highly
oriented, which gives them a large tensile strength. The amino acid residues are 46%
glycine, 26% alanine, and 12% serine (Ser),and the principal repeat sequence is the
hexapeptide —Gly4laGlyAlaGlySer—. Artificial fibers with the properties of silk have
been prepared according to this hexapeptide sequence, and proteins of this type with
molecular weights between 40 and 100kDa have been expressed (i.e., formed) in the
bacterium Escherichia coli. The polypeptide sequences —4rgGlyAspSer— from the
protein fibronectin and —ValProGlyValGly— from elastin and have been incorporated
into artificial silk polymers. The former serves as a substrate for cell culture, and the
latter renders the polymer more soluble and easier to process. The larvae of midge
spiders (Chironomus tentans) produce a silklike fiber with a molecular weight of
—1MDa.

Deming et al. (1999) have undertaken the de novo design and synthesis of well-
defined polypeptides to assess the feasibility of creating novel useful proteins, and to
determine the extent to which chain folding and large-scale or supramolecular
organization can be controlled at the molecular level. They have incorporated
unnatural amino acids into artificial proteins by using intact cellular protein
synthesis techniques. “Unnatural” amino acids are those not included in the
set of 20 that have DNA codons. These artificial proteins formed folded-chain,
layered, or lamellar crystals of controlled surface configuration and thickness.
One such crystal was prepared via sequence-controlled crystallization by
employing a gene that incorporated the genetic codewords for 36 repeats of the
octapeptide ~«(Gly4la);GlyGlu— that could be expressed in the bacterium E. coli.
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12.4.2. Micelles and Vesicles

A surfactant (surface-active agent) is an amphiphilic chemical compound, so named
because it contains a hydrophilic or water-seeking head group at one end, and a
hydrophobic or water-avoiding (i.e., lipophilic or oil-seeking) tail group at the other
end, as shown in Fig. 12.13.The hydrophilic part is polar, with a charge that renders
it either anionic (—), cationic (+), zwitterionic (£), or nonionic in nature, and the
lipophilic portion consists of one or perhaps two nonpolar hydrocarbon chains.
Surfactants readily adsorb at an oil-water or air—water interface, and decrease the
surface tension there. The hydrocarbon chain might consist of a monomer that can
take part in a polymerization reaction.

A surfactant molecule is characterized by a dimensionless packing parameter p
defined by

y
PUZ
H&~T

(12.6)

where Ay is the area of the polar head and V1 and Ly are, respectively, the volume
and length of the hydrocarbon tail (Nakache et al. 2000). If the average cross-
sectional area of the tail (Fx/Ly) is appreciably less than that of the head (e.g.,
p < %), then the tails will pack conveniently inside the surface of a sphere enclosing
oil with a radius r > Ly suspended in an aqueous medium, as indicated in Fig. 12.14a.
Such a structure is called a micelle. The elongated or cylinder-shaped micelle of
Fig. 12.14b appears over the range% <p < % Larger fractional values of the packing
parameter, % <p < 1, lead to the formation of vesicles, which have a double-layer
surface structure, as shown in Fig. 12.14c. For example, sodium di-2-ethylhexyl-
phosphate can form nanosized vesicles with ¥~ 0.5nm®, Ly~ 0.9nm, and
Ay ~0.7nm?, corresponding top ~ 0.8, which is in the vesicle range. If the packing

Polar
Head

Hydrocarbon
Tall

<

Figure 12.13. Amphiphilic surfactant molecule with a polar hydrophilic head and a nonpolar
hydrophobic hydrocarbontail.
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Figure 12.14. Sketch of structures formed by amphiphilic molecules at water—oil or water-air
interfaces for various values of the packing parameter p of Eq. (12.6). [Adapted from E. Nakache
et al., in Nalwa (2000), Vol. 5, Chapter 11, p. 580.1

parameter is unity, p =1, then the average transverse cross-sectional area of the tail
Vr/Lr will be the same as the area 4y of the head, and the tails will pack easily at a
planar interface, as shown in Fig. 12.14d, or they can form a bilayer. The inverse of a
spherical micelle, called an inverse micelle, occurs with p > 1 for surfactants at the
surface of a spherical drop of water in oil, as illustrated in Fig. 12.14e.

An emulsion is a cloudy colloidal system of micron size droplets of one
immiscible (i.e., nonmixing) liquid dispersed in another, such as oil in water. It is
formed by vigorous stirring, and is thermodynamically unstable because the sizes of
the droplets tend to grow with time. If surfactants are present, then nanosized
particles, —100nm, can spontaneously form as a thermodynamically stable, trans-
parent microemulsion that persists for a long time. Surfactant molecules in a solvent
can organize in various ways, depending on their concentration. For low concentra-
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tions they can adsorb at an air—water interface. Above a certain surfactant
concentration, called the critical micellar concentration, distributions of micelles
in the size range from 2 to 10nm can form in equilibrium with free surfactant
molecules, being continuously constituted and disassembled with lifetimes measured
in microseconds or seconds. Synthetic surfactants with more bulky hydrophobic
groups, meaning larger packing parameters, produce extended bilayers that can close
in on themselves to form vesicles that are generally spherical. These structures form
above a critical vesicular concentration. Vesicles typically have lifetimes measured in
weeks or months, so they are much more stable than micelles.

If the vesicles are formed from natural or synthetic phospholipids, they are called
unilaminar or single-layer liposomes, that is, liposomes containing only one bilayer.
A phospholipid is a lipid (fatty or fatlike) substance containing phosphorus in the
form of phosphoric acid, which functions as a structural component of a membrane.
The main lipid part is hydrophobic, and the phosphoryl or phosphate part
is hydrophilic. The hydration or uptake of water by phospholipids causes them
to spontaneously self-assemble into unilaminar liposomes. Mechanical agitation of
these unilaminar liposomes can convert them to multilayer liposomes that consist of
concentric bilayers. Unilaminar liposomes have diameters from the nanometer to the
micrometer ranges, with bilayers that are 5-10nm thick. Proteins can be incorpo-
rated into unilaminar liposomes to study their function in an environment resembling
that of their state in phospholipid bilayers of a living cell.

If polymerizable surfactants are employed, such as those containing acrylate,
acrylamido, allyl (CH,=CHCH,—), diallyl, methacrylate, or vinyl (CH;=CH—)
groups, then polymerization interactions can be carried out. When vesicles are
involved, the characteristic time for the polymerization is generally shorter than the
vesicle lifetime, so the final polymer is one that would be expected from the
monomers or precursors associated with the surfactant. However, when micelles are
involved, their lifetimes are generally short compared to the characteristic times of
the polymerization processes, and as a result the final product may differ consider-
ably from the starting materials. Surfactants with highly reactive polymerizable
groups such as acrylamide or styryl have been found to produce polymers with
molecular weights in excess of a million daltons. Those with polymerizable groups
of low reactivity such as allyl produce much smaller products, namely, products with
degrees of polymerization that can bring them close to the micelle size range prior to
polymerization.

Micelles and bilayers or liposomes have a number of applications in chemistry
and biology. Micelles can assist soap solutions to disperse insoluble organic
compounds, and permit them to be cleaned from surfaces. Micelles play a similar
role in digestion by permitting components of fat such as fatty acids, phospholipids,
cholesterol, and several vitamins (A, D, E, and K) to become soluble in water, and
thereby more easily processed by the digestive system. Liposomes can enclose
enzymes, and at the appropriate time they can break open and release the enzyme so
that it can perform its function, such as catalyzing digestive processes.

Many biological membranes such as the plasma membrane of a red blood cell or
erythrocyte are composed of proteins and lipids, where a lipid is a fat or fatlike
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Figure 12.15. Sketch of the structure of a plasma membrane. The phospholipids arrange
themselves into a lipid bilayer with their hydrophilic phosphoryl groups at the outside and their
fatty acid lipophilic chains 0N the inside. There are also cholesterol chains in parallel with them.
In addition, the membrane contains tightly bound intrinsic proteins that pass through the lipid
bilayer, and loosely bound extrinsic proteins on the outside. Some intrinsic proteinshave sugar
side chains at their surface. (From C. de Duve, A Guided Tour of the Living Cell, Scientific
American Books, 1984.)

substance. Much of the lipid material is present as phospholipids and cholesterol that
form bilayers, typically with the packing parameterp = 1. The overall structure of a
plasma membrane is a lipid bilayer of the type illustrated in Fig. 12.15, which is
formed by the self-assembly of lipid molecules. On the outside of the bilayer are
found the hydrophilic phosphoryl groups PO3;~ of the phospholipids, which are in
contact with the blood plasma aqueous solution that surrounds the red blood cell,
and in which it resides. The lipophilic groups are inside pointing toward the
suspension of hemoglobin molecules that fills the interior of the red blood cell.
We see from the figure that most of the membrane structure consists of fatty acid
chains of the phospholipids, with the remainder of the bilayer formed from
cholesterol chains. The figure also shows that the plasma membrane contains
extrinsic proteins on the surface, intrinsic proteins that penetrate through the bilayer,
and sugar side chains attached to the outside.

12.4.3. Multilayer Films

Biomimetrics involves the study of synthetic structures that mimic or imitate
structures found in biological systems [see Cooper (2000)]. It makes use of large-
scale or supramolecular self-assembly to build up hierarchical structures similar to
those found in nature. This approach has been applied to the development of
techniques to construct films in a manner that imitates the way nature sequentially
adsorbs materials to bring about the biomineralization of surfaces, as discussed
below. The process of biomineralization involves the incorporation of inorganic
compounds such as those containing calcium into soft living tissue to convert itto a
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hardened form. Bone contains, for example, many rod-shaped inorganic mineral
crystals with typical 5nm diameters, and lengths ranging from 20 to 200 nm.

The kinetics for the self-assembly of many of these films involved in
biomineralization can be approximately modeled as the initial joining together or
dimerization of two monomers

R+R=R, (12.7)

with a low equilibrium constant K, = Cp/(Cg)?, followed by the stepwise or
sequential addition of more monomers

R,+R=R,, (12.8)

with a much larger equilibrium constant K =C,,/CrC,. These two constants
exercise control over the rate at which the reaction proceeds. For the case under
consideration, Ky, < K, the concentration of free or unbound monomers Cy. always
remains below a critical concentration Cy = 1/K, specifically, Cr < Cy. When the
total concentration of free and clustered (i.e., bound) monomers Cr satisfies the
condition Cy < Cy , then the free monomer concentration Ck increases with increases
in Ct. When a high enough concentration is provided so that Ct becomes larger than
the critical value (i.e., Cr > Cp), then the aggregate forms and grows for further
increases in Cy. In analogy with this model, self-assembly kinetics often involves a
slow dimer formation step followed by faster propagation steps, with K, K K.
There are many cases of multilayer thin films in biology, such as structural colors
in insects that change when the films are subjected to pressure, shrinking, or
swelling. For example, scale cells from some butterflies can produce iridescent
multicoloring affects due to optical interference of thin-film layers or lamellae
formed from the secretion of networks of filaments that condense on cell boundaries.
The biomineralization of mollusc cells begins by laying down a sheet of organic
material so that calcium carbonate can be deposited on its surface and in its pores,
and CaCO; layers can build up. Proteins from the mollusc shell containing high
concentrations of particular amino acid residues control the form of the calcium
carbonate layering, and these proteins can be altered to vary the layering morphol-
ogy. Multiple layers either grow in sequences that are organic in nature or contain the
rhombohedral calcite form, or the orthorhombic aragonite variety of CaCOs. It is
possible to imitate some aspects of these natural biomineralization processes for the
preparation of synthetic multilayer thin films, although the resulting films themselves
do not closely resemble those in molluscs. For example, consider a positively
charged substrate placed in a solution with a negative electrolyte, that is, a solution
containing negative ions that can carry electric current. The positive substrate
attracts the negative electrolyte, and the latter can adsorb on its surface, forming a
structure called a polyion sheet, as shown in Fig. 12.16. This sheet is rinsed and
dried, and then placed into another electrolyte solution from which it adsorbs a
second positive layer. The sequential adsorption process can be repeated, as
indicated in Fig. 12.16,to form a multilayer of alternating positively and negatively
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Figure 12.16. Sketch of the sequential adsorption process for the formation of a polyion film.
The upper figure shows a positively charged substrate (left) that has adsorbed a negatively
charged polyelectrolyte by being dipped into a negative electrolyte solution (center), and then
adsorbed a positively charged layer from a positive electrolyte solution (right). The lower figure
shows two additional steps in the sequential adsorption process. [From T. M. Cooper, in Nalwa
(2000), Vol. 5, Chapter 13, p. 720.1

charged polyion sheets. The nature of the layering can be controlled by varying the
types of electrolytes in the successive solutions.
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13

NANOMACHINES AND
NANODEVICES

In previous chapters some potential applications of nanotechnology have been
described. In this final chapter we discuss research aimed at developing other
applications such as tiny machines, devices having nanosized components, and
nanosized molecules as the writing and reading elements of faster computers. We
also discuss some of the issues involved in the fabrication of such small devices.

13.1. MICROELECTROMECHANICAL SYSTEMS (MEMSs)

Although microelectromechanical systems do not technically fall under the subject
of nanotechnology, it is useful to briefly discuss them at the beginning of the chapter
because they represent a more mature technology, and many of the differences in
behavior observed in the micromechanical world could well apply to the nano-
regime, thereby providing a basis for the design of nanomachines.

The extensive fabrication infrastructure developed for the manufacture of silicon
integrated circuits has made possible the development of machines and devices
having components of micrometer dimensions. Lithographic techniques, described
in previous chapters, combined with metal deposition processes, are used to make
MEMS devices. Microelectromechanical systems involve a mechanical response to

Introduction to Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens
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an applied electrical signal, or an electrical response resulting from a mechanical
deformation.

The major advantages of MEMS devices are miniaturization, multiplicity, and the
ability to directly integrate the devices into microelectronics. Multiplicity refers to
the large number of devices and designs that can be rapidly manufactured, lowering
the price per unit item. For example, miniaturization has enabled the development of
micrometer-sized accelerometers for activating airbags in cars. Previously an
electromechanical device the size of a soda can, weighing several pounds and
costing about $15, triggered airbags. Presently used accelerometersbased on MEMS
devices are the size of a dime, and cost only a few dollars. The size of MEMS
devices, which is comparable to electronic chips, allows their integration directly on
the chip. In the following paragraphs we present a few examples of MEMS devices
and describe how they work. But before we do this, let us examine what has been
learned about the difference between the mechanical behavior of machines in the
macro- and microworlds.

In the microworld the ratio of the surface area to the volume of a component is
much larger than in conventional-sizeddevices. This makes friction more important
than inertia. In the macroworld a pool ball continues to roll after being struck
because friction between the ball and the table is less important than the inertia of its
forward motion. In the microregime the surface area :volume ratio is so large that
surface effects are very important. In the microworld mechanical behavior can be
altered by a thin coating of a material on the surface of a component. We shall
describe MEMS sensors that take advantage of this property. Another characteristic
of the microworld is that molecular attractions between microscale objects can
exceed mechanical restoring forces. Thus the elements of a microscale device, such
as an array of cantilevers, microsized boards fixed at one end, could become stuck
together when deflected. To prevent this, the elements of micromachines may have to
be coated with special nonstick coatings. In the case of large motors and machines
electromagnetic forces are utilized, and electrostatic forces have little impact. In
contrast to this, electromagnetic forces become too small when the elements of the
motors have micrometer-range dimensions, while electrostatic forces become large.
Electrostatic actuation is often used in micromachines, which means that the
elements are charged, and the repulsive electrostatic force between the elements
causes them to move. We will describe below an actuator, which uses the
electrostatic interaction between charged carbon nanotubes. Many of these diffe-
rences between micromachines, and macromachines become more pronounced in
the nanoregime. There are many devices and machines that have micrometer-sized
elements. Since this book is concerned primarily with nanotechnology, we give only
a few examples of the microscale analogs.

Figure 13.1 illustrates the principle behind a MEMS accelerometer used to
activate airbags in automobiles. Figure 13.1a shows the device, which consists of a
horizontal bar of silicon a few micrometersin length attached to two vertical hollow
bars, having flexible inner surfaces. The automobile is moving from left to right in
the figure. When the car suddenly comes to a halt because of impact, the horizontal
bar is accelerated to the right in the figure, which causes a change in the separation
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Figure 13.1. lllustration of a MEMS device (a) used to sense impact and initiate expansion of
airbags in cars. The automobile is moving from left to right. On impact (b) the horizontal
cantilever bar is accelerated to the right and changes the separation of the capacitor plates,
thereby triggering a pulse of electric current that activates the bag expansion mechanism.
(Adapted from M. Gross, Travels to the Nanoworld, Plenum, New York, 1999, p. 169.)

between the plates of the capacitor, as shown in Fig. 13.1b. This changes the value of
the electrical capacitance of the capacitor, which in tum electronically triggers a
pulse of current through a heating coil embedded in sodium azide, NaN;. The
instantaneous heating causes a rapid decomposition of the azide material, thereby
producing nitrogen gas N, through the reaction 2NaN; — 2Na +3N,, which
inflates the airbag.

Coated cantilever beams are the basis of a number of sensing devices employing
MEMS. A cantilever is a small supported beam. The simplest of such devices consist
of arrays of singly supported polysilicon cantilevers having various length to width
ratios in the micrometer range. The beams can be made to vibrate by electrical or
thermal stimuli. Optical reflection techniques are used to measure the vibrational
frequency. As shown in Fig. 13.2, the vibrational frequency is very sensitive to the
length of the beam. Thermal sensors have been developed using these supported
micrometer-sized cantilevers by depositing on the beams a layer of a material that
has a coefficient of thermal expansion different from that of the polysilicon
cantilever itself. When the beam is heated, it bends because of the different
coefficients of expansion of the coating and the silicon, and the resonant frequency
of the beam changes. The sensitivity of the device is in the micro degree range, and it
can be used as an infrared (IR) sensor. A similar design can be used to make a
sensitive detector of DC magnetic fields. In this case the beam is coated with a
material that displays magnetorestrictive effects, meaning that the material changes
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Figure 132. Plot of the resonance frequency of a MEMS cantilever versus the square of the
reciprocal of the length of the beam. [Adapted from R. C. Benson, Johns Hopkins Tech. Digest
16, 311 (1995).]

its dimensions when a DC magnetic field is applied. This causes the beam to bend
and change its resonance frequency. These devices can detect magnetic fields as
small as 107> G (gauss) [10°T (tesla)].

13.2. NANOELECTROMECHANICALSYSTEMS (NEMSS)

13.2.1. Fabrication

Nanomechanical machines and devices are in the early stages of development, and
many are still in conceptual stages. Numerous computer simulations of possibilities
and ideas have been proposed. It turns out that nature is far ahead of us in its ability
to produce nanosized machines. Nanomotors exist in biological systems such as the
flagellar motor of bacteria. Flagellae are long, thin, blade-like structures that extend
from the bacteria. The motion of these flagellae propel the bacteria through water.
These whip-like structures are made to move by a bioclogical nanomotor consisting of
a highly structured conglomerate of protein molecules anchored in the membrane of
the bacterium. The motor has a shaft and a structure about the shaft resembling an
armature. However, the motor is not driven by electromagnetic forces, but rather by
the breakdown of adenosine triphosphate (ATP) energy-rich molecules, which
causes a change in the shape of the molecules. Applying the energy gained from
ATP to a molecular ratchet enables the protein shaft to rotate. Perhaps the study of
biological nanomachines will provide insights that will enable us to improve the
design of mechanical nanomachines.
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Optical lithography is an important manufacturing tool in the semiconductor
industry. However, to fabricate semiconductor devices smaller than 100 nm, ultra-
violet light of short wavelengths (193 nm) is required, but this will not work because
the materials are not transparent at these wavelengths. Electron-beam and X-ray
lithography, discussed in earlier chapters, can be used to make nanostructures, but
these processes are not amenable to the high rate of production that is necessary for
large-scale manufacturing. Electron-beam lithography uses a finely focused beam of
electrons, which is scanned in a specific pattern over the surface of a material. It can
produce a patterned structure on a surface having 10-nm resolution. Because it
requires the beam to hit the surface point by point in a serial manner, it cannot
produce structures at sufficiently high rates to be used in assembly-line manufac-
turing processes. X-ray lithography can produce patterns on surfaces having 20-nm
resolution, but its mask technology and exposure systems are complex and
expensive for practical applications.

More recently, a technique called nanoimprint lithography has been developed
that may provide a low-cost, high-production rate manufacturing technology.
Nanoimprint lithography patterns a resist by physically deforming the resist shape
with a mold having a nanostructure pattern on it, rather than by modifying the resist
surface by radiation, as in conventional lithography. A resist is a coating material that
is sufficiently soft that an impression can be made on it by a harder material.
A schematic of the process is illustrated in Fig. 13.3. A mold having a nanoscale
structured pattern on it is pressed into a thin resist coating on a substrate (Fig. 13.3a),
creating a contrast pattern in the resist. After the mold is lifted off (Fig. 13.3b), an
etching process is used to remove the remaining resist material in the compressed
regions (Fig. 13.3c). The resist is a thermoplastic polymer, which is a material that
softens on heating. It is heated during the molding process to soften the polymer
relative to the mold. The polymer is generally heated above its glass transition
temperature, thereby allowing it to flow and conform to the mold pattern. The mold
can be a metal, insulator, or semiconductor fabricated by conventional litho-
graphic methods. Nanoimprint lithography can produce patterns on a surface
having 10-nm resolution at low cost and high rates because it does not require the
use of a sophisticated radiation beam generating patterns for the production of each
structure.

The scanning tunneling microscope (STM), described in detail in Chapter 3, uses
a narrow tip to scan across the surface of the material about a nanometer above it.
When a voltage is applied to the tip, electrons tunnel from the surface of the material
and a current can be detected. If the tip is kept at a constant distance above the
surface, then the current will vary as the tip scans the surface. The amount of
detected current depends on the electron density at the surface of the material, and
this will be higher were the atoms are located. Thus, mapping the current by
scanning the tip over the surface produces an image of the atomic or molecular
structure of the surface.

An alternate mode of operation of the STM is to keep the current constant, and
monitor the deflection of the cantilever on which the tip is held. In this mode the
recorded cantilever deflections provide a map the atomic structure of the surface.
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Figure 13.3. Schematics of steps in a nanoimprint lithography process: (a) a mold of a hard
material made by electron beam lithography is pressed into a resist,a softer material, to make an
imprint; (b) the mold is then lifted off; (c) the remaining soft material is removed by etching from
the bottom of the groves. [Adapted from S. Y. Chou et al., Science 272, 85 (1996).]

The scanning tunneling microscope has been used to build nanosized structures
atom by atom on the surface of materials. An adsorbed atom is held on the surface
by chemical bonds with the atoms of the surface. When such an atom is imaged in an
STM, the tip has atrajectory of the type shown in Fig. 13.4a. The separation between
the tip and the adsorbed atom is such that any forces between them are small
compared to the forces binding the atom to the surface, and the adsorbed atom will
not be disturbed by the passage of the tip over it. If the tip is moved closer to the
adsorbed atom (Fig. 13.4b) such that the interaction of the tip and the atom is greater
than that between the atom and the surface, the atom can be dragged along by the tip.
At any point in the scan the atom can be reattached to the surface by increasing the
separation between the tip and the surface. In this way adsorbed atoms can be
rearranged on the surfaces of materials, and structures can be built on the surfaces
atom by atom. The surface of the material has to be cooled to liquid helium
temperatures in order to reduce thermal vibrations, which may cause the atoms to
diffuse thermally, thereby disturbing the arrangement of atoms being assembled.
Thermal diffusion is a problem because this method of construction can be carried
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Figure 13.4. lllustration of a trajectory of a scanning tunneling microscope (STM) tip over an
atom adsorbed on the surface of a material: (a) imaging mode, when the tip is not in contact with
the surface but is close enough to obtain an image; (b) manipulation mode, when the tip is
sufficiently close to the surface such that the adsorbed atom bonds to the tip. (Adapted from
D. Eigler, in Nanotechnology, G. Timp, ed., AIP Press, New York, 1998, p. 428.)

out only on materials in which the lateral or in-plane interaction between the
adsorbed atom and the atoms of the surface is not excessive. The manipulation also
has to be done under ultra-high-vacuum conditions in order to keep the surface of
the material clean.

Figure 13.5 depicts a circular array of iron atoms on a copper surface, called a
“quantum corral”, assembled by STM manipulation. The wavelike structure inside
the corral is the surface electron density distribution inside the well corresponding to
three quantum states of this two-dimensional circular potential well, in effect
providing a visual affirmation of the electron density predicted by quantum
theory. This image is taken using an STM with the tip at such a separation that it
does not move any of the atoms. The adsorbed atoms in this structure are not bonded
to each other. The atoms will have to be assembled in three-dimensional arrays and
be bonded to each other to use this technique to build nanostructures. Because the
building of three-dimensional structures has not yet been achieved, the slowness of
the technique together with the need for liquid helium cooling and high vacuum all
indicate that STM manipulation is a long way from becoming a large-scale
fabrication technique for nanostructures. It is important, however, in that it
demonstrates that building nanostructures atom by atom is feasible, and it can be
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Figure 13.5. A circular array of iron atoms placed ©n a copper surface using an STM tip, as
described in the fext, forming a “quantum corral.” The ripples inside the corral represenl the
surface dislributionof electrondensity that arises from the quantum-mechanicalenergy levels of
a circular two-dimensional potential well [With permission from D. Eigler, n Nanotechnology,
G. Timp, ed., Springer Verlag, Heidelberg, 1998, p. 433.]

used to build interesting structures such as the quantum corral in order lo study their
physics.

13.2.2. Nanodevices and Nanomachines

Actugtors are devices that convert electrical energy to mechanical energy, or vice
versa. It is known that single-walled carbon nanotubes deform when they are
electrically charged. An actuator based on this property has been demonstrated
using single-walled carbon nanotube paper. Nanotube paper consists of bundles of
nanotubes having their long axis lying in the plane of the paper, but randomly
oriented in the plane. The actuator consisted of 3 x 20-mm strips of nanopaper
25-50pm thick. The two strips are bonded to each other in the manner shown in
Fig. 13.6 by double-stick Scotch tape. An insulating plastic clamp at the upper end
supports the paper and holds the electrical contacts in place. The sheets were placed
in a one molar NaCl electrolytic solution. Application of a few volts produced a
deflection of up to a centimeter, and could be reversed by changing the polarity of
the voltage, as shown in Fig. 13.6. Application of an AC voltage produced an
oscillation of the cantilever, This kind of actuator is called a himorph cantilever
actuator because the device response depends on the expansion of opposite
electrodes. Strictly speaking, this actuator is neither a NEMS nor MEMS device
because of the size of the electrodes. However, it works because of the effect of
charging on the individual carbon nanotubes, and indicates that nanosized actuators
employing three single-walled carbon nanotubes are possible. Such a device might
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Figure 13.6. Illustration of an actuator consisling of two sheets of single-walled nanopaper held
together by insulating double-slick Scotch tape. The figure shows Ihe positive-voltage slate
(right), the resting state (center), and the negative-voltage state (left). [Adapted from
R. H. Baughman el ai., Sciznce 284, 340 (1999).]

consist of three fibers aligned with their axes parallel and in contact. The outer two
tubes would be metallic and the inner tube insulating.

Although electron-beam lithogrdphy can be used to fabricate silicon structures
less than 10 nm in size, nanomachines have not been produced to any large extent.
A number of difficulties must be overcome before significant progress can be made.
The first is the problem of communicating with and sensing the motion of the
nanoscate devices. The second obstacle is that little is known or understood about
the mechanical behavior of objects, which have up to 10%of their atoms on or near
the surface.

The resonant frequency f; of a clamped beam is given by

E1'? h
ho~ [5] I (13.1)

where E is the elastic modulus, p is the density, # is the thickness of the beam, and L
is the beam length. Experimental verification of the scaling of the frequency with
I/L? is shown in Fig. 13.2 for polysilicon beams of micrometer dimension. Notice
that in the micrometer range the frequencies are in the hundreds of kilohertz (> 10°
cycles per second). Now a beam having a length of [0 nm and thickness of | nm will
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have a resonant frequency 10° times greater, of the order of 20-30 GHz (2-3 x 10'°
cycles per second). As the frequency increases, the amplitude of vibration decreases,
and in this range of frequencies the displacements of the beam can range from a
picometer (102 m) to a femtometer (10> m).

These high frequencies and small displacements are very difficult, if not
impossible, to detect. Optical reflection methods such as those used in the micro-
meter range on the cantilever tips of scanning tunneling microscopes are not
applicable because of the diffraction limit. This occurs when the size of the object
from which light is reflected becomes smaller than the wavelength of the light.
Transducers are generally used in MEMS devices to detect motion. The MEMs
accelerometer shown in Fig. 13.1 is an example of the detection of motion using a
transducer. In the accelerometer mechanical motion is detected by a change in
capacitance, which can be measured by an electrical circuit. It is not clear that such a
transducer sensor can be built that can detect displacements as small as 107'° to
1072 m, and do so at frequencies up to 30 GHz. These issues present significant
obstacles to the development of NEMS devices.

There are, however, some noteworthy advantages of NEMS devices that make it
worthwhile to pursue their development. The small effective mass of a nanometer-
sized beam renders its resonant frequency extremely sensitive to slight changes in its
mass. It has been shown, for example, that the frequency can be affected by
adsorption of a small number of atoms on the surface, which could be the basis for a
variety of very high-sensitivity sensors.

Aweight on a spring would oscillate indefinitely with the same amplitude if there
were no friction. However, because of air resistance, and the internal spring friction,
this does not happen. Generally the frictional or damping force is proportional to the
velocity dx/dt of the oscillating mass M. The equation of motion of the spring is

dx  dx

Mg +bg+Ki=0 (13.2)

where K is the spring of constant.
The solution X(w) to this equation for a small damping factor b is

X(w) =Aexp (;—;’4’) cos(wt T6) (13.3)

with the frequency w given by

GRS

Equation (13.3) describes a system oscillating at a fixed frequency « with an
amplitude exponentially decreasing in time. The displacement as a function of time
is plotted in Fig. 13.7a. For a clamped vibrating millimeter-sized beam, a major
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Figure 13.7. Damped harmonic oscillator showing (a) dependence of the displacement of a
free-running (no driving force) oscillator on time, and (b) dependence of the amplitude of a driven
oscillator versus the ratio of the driving frequency w' to the undamped natural frequency w for
different damping constants b, where Fq is the amplitude of the driving force. (Adapted from
D. Halliday and R. Resnick, Physics, John Wiley & Sons, Inc., New York, 1960, Vol. 1, p. 311.)

source of damping will be air resistance, which is proportional to the area of the
beam. For the case of a nanosized beam, this area is very small, so the damping
factor b is small. Nanosized beams dissipate very little energy over their vibrational
cycles.
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If one applies an external oscillating force Fjcos(w't) to a damped harmonic
oscillator, a very large increase in amplitude occurs when the frequency Of the
applied force e’ equals the natural resonant frequency « of the oscillator. This is
called resonance. The increase in amplitude depends on the magnitude of the
damping term b in Eqg. {13.2), which is the cause of dissipation, Figure 13.7b shows
how the magnitude of the damping factor affects the amplitude at resonance for a
vibrating mass on a spring. Notice that the smaller the damping factor, the narrower
the resonance peak, and the greater the increase in amplitude. The quality factor
for the resonance given by the expression Q = wyp/Aw, Where Aw isthe width of the
resonance at half height and ey, the resonant frequency. The quality factor is the
energy stored divided by the energy dissipated per cycle, so the inverse of the quality
factor 1/¢ is a measure of the dissipation 0fenergy. Nanosized cantilevers have very
high @ values and dissipate little energy as they oscillate. Such devices will be very
sensitive to external damping. which is essential to developing sensing devices.
High-@ devices also have low thcrmomechanical noise, which means significantly
less random mechanical fluctuations, The @ values of high-{? electrical devices are
in the order of several hundreds, but NEMS oscillators can Rave (2 values 1000 times
higher. Another advantage of NEMS devices is that they require very little power to
drive them. A picowatt {10~"2 W) of power can drive an NEMS device with a low
signal-to-noise ratio (SNR).

Computer simulation has been used to evaluate the potential of various nano-
machine concepts. One example. shown in Fig. 13.8, is the idea 0f making gears out
of nanotubes. The “teeth” of the gear would be benzene molecules bonded to the
outer walls Of the tube. The power gear on the left side of the figure is charged
in order to make a dipole moment across the diameter of the tube. Application of an
alternating electric field could induce this gear t rotate. An essential part of any

Figure 13.8. Rustration of a proposed methoed for making gears by attaching benzene
molecules to the outside of carbon nanctubes, (With permission from D. Srivastava el al., in
Handbook of Nanostructured Materials and Nanotechnology, H. S. Nalwa, ed., Academic Press,
San Diego, 2000, Vol. 2,Chapter 14,p. 697.}
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nanosired machine is the capability ofmoving the power gear. The idea o f using an
electric field, which does not require contacts with the nanostructure, to roll a Cgg
molecule over a flat surface has been pmposed. The idea is illustrated in Fig. 13.9.
An isolated Cgy molecule is adsorbed on the surface of an ideally flat ionic crystal
such as potassium chloride. The application of an electric field would polarize the
Cga molecule, putting plus and minus charges on opposite sides Of the sphere, as
shown in the figure. Because the molecule has a large polarizability and a large
diameter, a large electric dipole moment iS induced. Ifthe interaction between the
dipole moment and the applied electric field is greater than the interaction between
the moment and the surface o f the material, rotation o f the electric field should cause
the Cgo molecule to roll across the surface.

The atomic force microscope, which is described in chapter 3, employs a sharp
tip mounted on a cantilever spring, which is scanned closely over the surface of a
material. The deflection of the cantilever is measured. In the region of surface atoms
the deflection is larger because Of the larger interaction between the tip and the
atoms. The cantilevers are fabricated by photolithographic methods from silicon,
silicon oxide, or silicon nitride. They are typically 100 pm long and Ium thick, and
have spring constants between 0. l and 1.0 N/m (newton per meter). Operating inthe
tapping mode, where the change in the amplitude of an oscillating cantilever driven
near its resonance frequency is measuredas the tip taps the surface, can increasethe
sensitivity of the instrument. One difficulty is that too hard a tap might break the tip.
A group at Rice University has demonstrated that using carbon nanotubcs as tip
material can provide a possible solution to this problem. A multiwalled nanotube
(MWNT) was bonded to the side ofatip of a conventional silicon cantilever using a
sofl acrylic adhesive as illustrated in Fig. 13.10. If the nanotube crashes into the
surface, generating a force greater than the Euler buckling force, the nanotube does
not break. but rather bends away and then snaps hack to its original position. The
nanotube's tendency to buckle rather than break makes it unlikely that the tip will
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Figure 13.9. lllustration of how a Cge molecule (large circles) possessing an induced electric
dipole moment, adsorbed on the surlace 01 an ionic crystal with alternating charged atoms (small
circles), could be rolled over the surface by a rotating external electric field (arrows). (Adapted
from M. S. Dresselhaus, G. Dresselhaus, and P. C. Eklund, Science of Fullerenes and Carbon
Nanotubes, Academic Press. San Diego, 1996, p. 902.)
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Figure 13.10. lllustration of a single-walled carbon nanotube mounted on an STM tip attached
to a cantilever arm of an atomic force microscope. [Adapted from H. Dai et al., Nature 384,
147 (1996).]

break. The MWNT tip can also be used in the tapping mode. When the nanotube
bends on impact, there is a coherent deexcitation of the cantilever oscillation. The
MWNT serves as a compliant spring, which moderates the impact of each tap on
the surface. Because of the small cross section of the tip, it can reach into deep
trenches on the surface that are inaccessible to normal tips. Since the MWNTs are
electrically conducting, they may also be used as probes for an STM.

The azobenzene molecule, shownin Fig. 13.11a, can change from the trans isomer
to the cis isomer by subjecting it to 313-nm light. Isomers are molecules having the
same kind of atoms and the same number of bonds but a different equilibrium
geometry. Subjecting the cis isomer to light of wavelength greater than 380 nm causes
the cis form to return to the original trans form. The two forms can be distinguished
by their different optical absorption spectra. Notice that the cis isomer is shorter than
the trans isomer. Azobenzene can also form a polymer consisting of a chain of
azobenzene molecules. In the polymer form it can also undergo the trans-to-cis
transformation by exposure to 365-nm light. When this occurs, the length of the
polymer chain decreases. A group at the University of Munich have constructed a
molecular machine based on the photoisomerization of the azobenzene polymer.
They attached the trans form of the polymer to the cantilever of an atomic force
microscope as shown in Fig. 13.11b and then subjected it to light of 365-nm
wavelength, causing the polymer to contract and the beam to bend. Exposure to
420-nm light causes the polymer to return to the trans form, allowing the beam to
return to its original position. By alternately exposing the polymer to pulses of 420-
and 365-nm light, the beam could be made to oscillate. This is the first demonstration
of an artificial single-molecule machine that converts light energy to physical work.

13.3. MOLECULAR AND SUPRAMOLECULAR SWITCHES

The lithographic techniques used to make silicon chips for computers are approach-
ing their limits in reducing the sizes of circuitry on chips. Nanosize architecture is
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Figure 13.11. (a) Cis-to-trans UV-light-induced isomerization of azobenzene; (b) a molecular
machine based on light-induced isomeric changes of the azobenzene polymer, which contracts
when it is converted to the cis form, causing the cantilever beam to bend.

becoming more difficult and more expensive to make. This has motivated an effort
to synthesize molecules, which display switching behavior. This behavior might
form the basis for information storage and logic circuitry in computers using binary
systems. A molecule A that can exist in two different states, such as two different
conformations A and B, and can be converted reversibly between the two states by
external stimuli, such as light or a voltage, can be used to store information. In order
for the molecule to be used as a zero or one digital state, necessary for binary logic,
the change between the states must be fast and reversible by external stimuli. The
two states must be thermally stable and be able to switch back and forth many times.
Furthermore the two states must be distinguishable by some probe, and the
application of the probe R is called the read mode. Figure 13.12 is a schematic

R1 H2
l/ Sy i 81 and S2= External Stimuli]
A T——B

S, i A -state 0 B - state 1 I

Figure 13.12. Schematic representation of the elements of a molecular switch. An external
stimulus S; changes a molecule from state O to state 1, and S, returns the molecule to state 0.
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representation of the basic elements of a molecular switch, in which stimulus S;
brings about a conversion from state 0 to state I, and stimulus S5 induces the reverse
conversion. There are a number of different kinds of molecular switches.

An example of a molecular switch is provided by the azobenzene molecule,
which has the two isomeric forms sketched in Fig. 13.1la. Unfortunately the cis
form of azobenzene is not thermally stable, and a slight warming causes it to return
to the trans form, so optical methods of switching are not of practical use for
applications in computing. Employing electrochemical oxidation and reduction can
overcome this thermal instability of azobenzene. Figure 13.13 shows how the cis
isomer is reduced to hydrazobenzene by the addition of hydrogen atoms at a more
anodic (negative) potential, and then converted back to the trans isomer by
oxidation, which removes the hydrogen atoms.

A chiroptical molecular switch, such as the one sketched in Fig. 13.14, uses
circularly polarized light (CPL) to bring about changes between isomers. The
application of left circularly polarized light (—)-CPL to the molecular conformation
M on the left side of the figure causes a rotation of the four-ring group on the top
from a right-handed helical structure to a left-handed helical arrangement P, as
shown. Right circularly polarized light (+)-CPL brings about the reverse transfor-
mation. Linearly polarized light (LPL) can be used to read the switch by monitoring
the change in the axis of the light polarizer. The system can be erased using
unpolarized light (UPL).

Conformational changes involving rearrangements of the bonding in a molecule
can also be the basis of molecular switching. When the colorless spiropyran, shown
on the left in Fig. 13.15, is subjected to UV light, ~v;, the carbon—oxygen bond
opens, forming merocyanine, shown on the right in Fig. 13.15. When the mero-
cyanine is subjected to visible (red) light, #v,, or heat (A), the spiropyran reforms.

A catenane molecule has been used to make a molecular switch that can be turned
on and off with the application of a voltage. A catenane is a molecule with a

\N=N _313nm,_

N

trans-isomer >380nm

cis-isomer

-2e--2H* +2e~ t2H*

L _—

Figure 73.13. Schematic of controlling the azobenzene switching process using both photo-
isomerization (top of figure), and electrochemistry (bottom of figure), making this a dual-mode
switch. (With permission from M. Gomez-Lopez and F. J. Stoddart, in Handbook of Nano-
structured Materials and Nanotechnology, H. S. Nalwa, ed., Academic Press, San Diego, 2000,
Vol. 5, Chapter 3, p. 230.)

Hydrazobenzene
(—NH—NH—)
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Figure 13.14. Sketch of a molecule that can be switched between two states denoted by M
and P by using circularly polarized light (CPL). The molecular switch position is read using
linearly polarized (LPL), and the information can be erased using unpolarized light (UPL). (With
permission from M. Gomez-Lopez and F. J. Stoddart, in Handbook of Nanostructured
Materials and Nanotechnology, H. S. Nalwa, ed., Academic Press, San Diego, 2000, Vol. 5,
Chapter 3, p. 231.)

molecular ring mechanically interlinked with another molecular ring, as shown by
the example sketched in Fig. 13.16. Its two different switched states are shown in
Figs. 13.16a and 13.16b. This molecule is 0.5 nm long and 1nm wide, making it in
effect a nanoswitch. For this application a monolayer of the catenane anchored with
amphiphilic phospholipid counterions is sandwiched between two electrodes. The
structure in Fig. 13.16a is the open switch position because this configuration does
not conduct electricity as well as the structure in Fig. 13.16b. When the molecule is
oxidized by applying a voltage, which removes an electron, the tetrathiafulvalene
group, which contains the sulfurs, becomes positively ionized and is thus electro-

Me Me Me Me
- hV1 / O
_—
O T hvoora /
AR USSR SO

Figure 13.15. Photochemical switching of spiropyran (left) to merocyanine (right) by ultraviolet
light hv,, where red light (hv2) or heat (A) inducesthe reverse-directionconformationalchange in
the molecule. (With permission from M. Gomez-Lopez and F. J. Stoddart, in Handbook of
Nanostructured Materials and Nanotechnology, H. S. Nalwa, ed., Academic Press, San Diego,
2000, Vol. 5, Chapter 3, p. 233.)
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Figure 13.16. lllustration of a switchable catenane that changes its conformation when
subjected to a voltage that induces oxidation {(—e™) from the upper (--) isomeric state to the
lower () state, and reduction (+€7) for the reverse transformation. [With permission from
J. F. Stodart, Chem. Eng. News 28 (Oct. 16, 2000).]
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statically repelled by the cyclophane group, the ring containing the nitrogen atoms.
This causes the change in structure shown in Fig. 13.16, which essentially involves a
rotation of the ring on the left side of the molecule to the right side.

An interesting aspect of this procedure is the observation that some molecules
can conduct electricity, although not in large amounts. The STM has been used to
measure the conductivity of long chainlike molecules. In a more recent study a
monolayer of octanethiol was formed on a gold surface by self-assembly. The
sulfur group at the end of the molecule bonded to the surface in the manner
illustrated in Figs. 10.2-10.4 (of Chapter 10). Some of the molecules were then
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removed using a solvent technique and replaced with 1,8-octanedithiol, which has
sulfur groups at both ends of the chain. A gold-coated STM tip was scanned over
the top of the monolayer to find the 1,8-octanedithiol. The tip was then put in
contact with the end of the molecule, forming an electric circuit between the tip
and the flat gold surface. The octanethiol molecules, which are bound only to the
bottom gold electrode, serve as molecular insulators, electrically isolating the
octanedithiol wires. The voltage between the tip and the bottom gold electrode is
then increased and the current measured. The results yield five distinct families of
curves, each an integral multiple of the fundamental curve, which is the dashed
curve in the Fig. 13.17. In the figure we only show the top and bottom curve. The
fundamental curve corresponds to electrical conduction through a single dithiol
molecule; the other curves correspond to conduction through two or more such
molecules. It should be noted that the current is quite low, and the resistance of
the molecule is estimated to be 900 MQ.

Having developed the capability to measure electrical conduction through a chain
molecule, researchers began to address the question of whether a molecule could be
designed to switch the conductivity on and off. They used the relatively
simple molecule sketched in Fig. 13.18, which contains a thiol group (SH-) that
can be attached to gold by losing a hydrogen atom. The molecule, 2-amino-4-
ethylnylphenyl-4-ethylnylphenylphenyl-5-nitro-1-benzenethiolate, consists of three
benzene rings linked in a row by triple bonded carbon atoms. The middle ring has an
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Figure 13.17. Current-voltage characteristics of an octanethiol monolayer on a gold substrate
measured by STM using a gold-coated tip. Five curves are actually observed, but only two, the
lowest (----) and the highest (=3, are shown here. The solid curve corresponds to 4 times
the current of the dashed curve. [Adapted from X. D. Cui et al., Science 294, 571 (2001).]
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A molecular electronic device

Gold electrode

:@:@s

Figure 13.18. lllustration of an electronic switch made of a conducting molecule bonded at each
end to gold electrodes. Initially it is nonconducting; however, when the voltage is sufficientto add
an electron from the gold electrode to the molecule, it becomes conducting. A further voltage
increase makes it nonconducting again with addition of a second electron. [Adapted from
J. Chen, Science 286, 1550 (1999).]

amino (NH,) group, which is an electron donor, pushing electric charge toward the
ring. On the other side is an electron acceptor nitro (NO,) group, which withdraws
electrons from the ring. The net result is that the center ring has a large electric
dipole moment. Figure 13.19 shows the current—voltage characteristics of this
molecule, which is attached to gold electrodes at each end. There is an onset of
current at 1.6V, then a pronounced increase, followed by a sudden drop at 2.1 V. The
result was observed at 60K but not at room temperature. The effect is called
negative-differential resistance. The proposed mechanism for the effect is that the
molecule is initially nonconducting, and at the voltage where a current peak is
observed the molecule gains an electron, forming a radical ion, and becomes
conducting. As the voltage is increased further, a second electron is added, and
the molecule forms a nonconducting dianion.

Of course, demonstrating that a molecule can conduct electricity, and that
the conduction can be switched on and off, is not enough to develop a computer.
The molecular switches have to be connected together to form logic gates. A roxatane
molecule, shown in Fig. 13.20, which can change conformation when it gains and
loses an electron by rotation of the oxygen ring on the left of Fig. 13.20, similar to
the changes in the catenane of Fig. 13.16, has been used to make switching devices
that can be connected together. A schematic cross section of an individual switch
is shown in Fig. 13.21. Each device consists of a monolayer of rotaxane molecules
sandwiched between two parallel electrodes made of aluminum (Al). The upper
electrode on the figure has a layer of titanium (Ti) on it, and the lower one has an
alumina (Al,Os) layer that acts as a tunneling barrier.
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Figure 13.19. Current—voltage characteristics of the electronic switch shown in Fig. 13.18.
[Adapted from J. Chen, Science 286, 1550(1999).]

To fabricate this switch, an aluminum electrode was made by lithographically
patterning 0.6-pm-diameter aluminum wires on a silica substrate. This electrode was
then exposed to oxygen to allow a layer of Al,Os; to form on it. Next a single
monolayer of the roxatane molecule, such as the one shown in Fig. 13.20, was
deposited as a Langmuir—Blodgett film, which was discussed in Chapter 10. Then a
5-pm layer of titanium followed by a thicker layer of aluminum were evaporated
through a contact mask using electron beam deposition.

Figure 13.22 shows the current—voltagecharacteristics of this device. The applica-
tion of —2V, the read mode, caused a sharp increase in current. The switch could be
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Figure 13.20. Roxatane molecule used in a switch illustrated in Fig. 13.21 to make molecule-
based logic gates. [Adapted from C. P. Collier et al., Science 285, 391 (1999).]
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Figure 13.21. Cross section of a molecular switch prepared lithographically, incorporating
roxatane molecules that have the structure sketched in Fig. 13.20, sandwiched between
aluminumelectrodes, and mounted on a substrate. The upper electrode has a layer of titanium,
and the lower one is coated with aluminum oxide. [Adapted from C. P. Collier etal., Science 285,
391 (1999).]

opened by applying 0.7 V. The difference in the current between the open and closed
switchwas a factor of 60—80. A number of these switches were wired together in arrays
to form logic gates, essential elements of a computer. Two switches (AandB) connected
as shown in the top of Fig. 13.23 can function as an AND gate. In an AND gate both
switches have to be on for an output voltage to exist. There should be little or no
response when both switches are off, or only one switch is on. Figure 13.23 shows the
response of the gate for the different switch positions, A and B (called address levels).
There is no current flow for both switches off (A=B =0),and very little current for
only one switchon (A=0and B =1, orA = 1and B =0).0Only the combinationA = 1
and B = 1forboth switcheson provides anappreciable output current, showingthat the
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Figure 13.22. Current-voltage characteristics of the molecular switch shown in Fig. 13.21.
[Adapted from C. P. Collier et al., Science 285, 391 (1899).]
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Figure 13.23. Measured truth table for an AND gate constructed from two molecular switches
A and B wired as shown at the top. The lower plot shows that there is only an output (high
current) when both switches are on (A=1, B= 1). The address levels listed toward the bottom
refer to the possible on (1) and off (0) arrangements of the switches A and B. [Adapted from
C. P. Collier et al., Science 285, 391 (1999).]

device can function as an AND gate. These results demonstrate the potential of
molecular switching devices for future computer technology.

FURTHER READING

R. P. Andres et al., “The Design, Fabrication, and Electronic Properties of Self Assembled
Molecular Nanostructures,” in Handbook of Nanostructured Materials and Nanotechno-
logy, H. S. Nalwa, ed., Academic Press, San Diego, 2000, Vol. 3, Chapter 4.

D. Bishop, F Gammel, and C. R. Giles, “Little Machines that Are Making It Big,” Phys.
Today 54, 38 (Oct. 2001).

R. Dagani, “Building from the Bottom Up,” Chem. Eng. News 28 (Oct 16, 2000).

C. M. Lieber, “The Incredible Shrinking Circuit,” Sei. Am. 39, 59 (Sept. 2001).

M. A. Reed and J. M. Tour, “Computing with Molecules,” Sci. Am. 38, 86 (June 2000).
M. Roukes, “Plenty of Room Indeed,” Sci. Am. 39, 48 (Sept. 2001).

M. Roukes, “Nanoelectromechanical Systems Face the Future,” Phys. World (Feb. 2001).



FURTHER READING 355

D. Ruger and P. Hansma, “Atomic Force Microscopy,” Phys. Today 43, 23 (Oct. 1990).

J. A. Stroscio and D. M. Eigler, “Atomic and Molecular Manipulation with a Scanning
Tunneling Microscope,” Science 254, 1319 (1991).

G. M. Whiteside and J. C. Love, “The Art of Building Small,” Sci. Am. 39, 285 (Sept. 2001).






APPENDIX A

FORMULAS FOR
DIMENSIONALITY

A.l. INTRODUCTION

We saw in Chapter 9, on quantum wells, quantum wires and quantum dotes, that the
dimensionality of the system has a pronounced effect on its properties. This is one of
the dramatic new factors that makes nanoscience so interesting. In this appendix we
gather together some of the important formulas that summarize the role played by
dimensionality.

A.2. DELOCALIZATION

The regions occupied by a system of conduction electrons delocalized in one-, two-,
and three-dimensional coordinate space are the length, area, and volume given in the

Introduction to Nanotechnology,by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.
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358 FORMULAS FOR DIMENSIONALITY

Table A.l. Propertiesof coordinate and k space in one, two, and three dimensions

Coordinate k-Space Fermi Value

Region Unit Cell Region of ¥ Dimensions
Length L 2n/L 2hp k% One

Area A = [2 @n/Ly’ k2 i TG Two
Volume V = 13 (@n/L)’ 4kl /3 K tig +id Three

first column of Table A.1. Column 2 of the table gives the size of the unit cell in
reciprocal or £ space, and column 3 gives the size of the Fermi region that is
occupied by the delocalized electrons, where the Fermi energy Er has the value
Eyp = hzkﬁ/zm, and in this region E < E. Column 4 gives expressions for & in the
three systems. The numbers of electrons N in the occupied regions of column 3 at
the temperature of absolute zero, as well as the density of states D(£) defined by the
expression D(E) =dN(E)/dE, are given in Table A.2.We see from this table that the
density of states decreases with the energy for one dimension, is constant for two
dimensions, and increases with increasing energy for three dimensions. Thus the
number of electrons and the density of states as functions of the energy have quite
different behaviours for the three cases, as indicated by the plots of Figs. 9.9, 9.10,
and 9.15.

A3. PARTIAL CONFINEMENT

The conduction electrons in nanostructures can be partially confined and partially
delocalized, depending on the shape and the dimensions of the structure. One
limiting case is a quantum dot in which they are totally confined, and the other

Table A.2. Number of electrons N(E) and density of states IXE)= dN(E)/dE as
function of energy Efor electrons delocalized in one, two, and three spatial dimensions,
where A=L% and V=L°

Number of Density of Delocalization
Electrons N States D(E) Dimensions
dhe. 2L 2m\'7 _Lem\'" ),
ME)‘M/L”?(;‘,—Z) E D(E)_E(h_? E 1
2
NE) = 2Tk _ A (L’z”)E pE) =2 (2—’2”> 2
Qrn/L)Y 2m\ % ZL\#

204nkd/3). Vv (2m>3/’- s 14 <2m>3/2
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limiting case is a bulk material, in which they are all delocalized. The intermediate
cases are a quantum wire, which is long in one dimension and very small in its
transverse directions; and a quantum well, which is a flat plate nanosized in
thickness and much larger in length and width. The quantum wire exhibits electron
confinement in two dimensions and delocalization in one dimension, and the
quantum well reverses these characteristics. Table A.3 lists the numbers of electrons
N(E) and the densities of states D(E) for these four cases, and Figs. 9.9 and 9.10,
respectively, provide plots of how they depend on the energy. The degeneracies d;
refer to potential well energy levels. For futher details, see L. Jacak, P. Hawrylak and
A. Wojs, Quantum Dots, Springer, Berlin, 1998, Section 3.1.

The formulas presented in this appendix are for idealized cases of isotropic
systems with circular Fermi limits in two dimensions, and spherical Fermi surfaces
in three dimensions. The bulk case on the last row of Table A.3 assumes the presence
of one conduction band. In practical cases the bands are more numerous and more
complex, but these simplified expressions do serve to clarify the roles played by
the effects of electron delocalization and electron confinement in nanostructures.
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Table A.3. Number of electrons ME) and density of states I{E) =dME)/dE as a function of the energy E for
electrons delocalized/confined in quantum dots, quantum wires, quantum wells, and bulk material®

Dimensions
Number Density
Type of Electrons N of States D(E) Delocalized Confined
Dot N(E) =2%d,0(E —E,,) D(E) =2Zd)(E - Ey,) 0 3
172 12
Wire N(E) = 1L (2—’2"> Zd/(E — E,)'? D(E) = L (3-2"1) Ld(E — E,,)"\? 1 2
T \ K T\ H
A (2m A (2m
1 === (E-E. -2 (2= .
Well N(E) 2n<h >Zd,(E E.) D(E) 27:( - >2d, 2 1
3/2
V (zm) i 3/2 i (2—m> 1/2
Bulk NE) = 7 \2 (E) DE) =32\7F) (&) 3 0

"The degeneracies of the confined (square or parabolic well) energy levels are given by d;. The Heaviside step function 6(x) is zero forx <0

and one for x > 0; the delta function &(x) is zero for x # 0, infinity for x =0, and integrates to a unit area.



APPENDIX B

TABULATIONS OF
SEMICONDUCTING
MATERIAL PROPERTIES

In this book we have discussed various types of nanostructures, many of which are
semiconductors composed of the group IV elements Si or Ge, type [II-V compounds
such as GaAs, or type 11-VI compounds such as CdS with the sphalerite (zinc
blende) structure of Fig. 2.8. The properties of these materials often become
modified when they are incorporated into nanoscale structures or devices. It will
be helpful to bring together in this appendix a set of tables surveying and comparing
their various properties in the bulk state so that they can be referred to when needed
throughout the chapters of the book.

Tables B.1-B.5 contain crystallographic and related data, and electronic informa-
tion such as bandgaps, effective masses, mobilities, donor/acceptor ionization
energies, and dielectric constants are presented in Tables B.6-B.11. These are the

Introduction to Nanotechnology, by Charles P. Poole Jr. and Frank J. Owens.
ISBN 0-471-07935-9. Copyright © 2003 John Wiley & Sons, Inc.
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Table B.I. Latticeconstantain units of nanometers for types IV (left) and I-VI (right)
semiconductors®

P As Sh S Se Te
Al 0.545 0.566 0.614 Zn 0.541 0.567 0.610
Ga 0.545 0.565 0.610 Cd 0.583 0.605 0.648
In 0.587 0.606 0.648 Hg 0.585 0.608 0.646

"The values for Si and Ge are 0.543 and 0.566 nm, respectively.
Source: Data from R. W, G. Wyckoff, Crystal Structures, Wiley, New York, 1963, Vol. I, p. 110.

tables most often referred to throughout the book. For the convenience of the reader,
we gather together in Tables B.12—B.21 data on some additional properties that may
be of interest, presented in the same format as the earlier tabulated data. These
include indices of refraction (Table B.12), melting points and heats of formation
(Tables B.13 and B.14), and some thermal properties such as Debye temperatures
fp, specific heats, and thermal conductivities (Tables B.15-B.17). The mechanical
properties tabulated are linear expansion, volume compressibility, and microhard-
ness (Tables B.18—-B.20). Finally, we list in Table B.21 the diamagnetic suscepti-
bilities of several III-V compounds. Some tables include more limited data entries
than others because complete data sets are not readily available for every property.

Table B.2. Atomic radii from monatomic crystals and ionic radii of several
elements found in semiconductors

Group Atomic Number Atom Radius lon Radius
1 30 Zn 0.133 Zn2* 0.074

It 48 cd 0.149 cd*t 0.097

11 80 Hg 0.151 Hg** 0.110

I 13 Al 0.143 AP 0.051

111 31 Ga 0.122 Ga*t 0.0602
11 49 In 0.163 n** 0.081

v 14 Si 0.118

v 32 Ge 0.123

V 15 P 0.110 P~ 0.212

V 33 As 0.124 As*~ 0.222

\Y; 51 Sh 0.145 She- 0.245

VI 16 S 0.101 §* 0.184

VI 34 Se 0.113 Se?~ 0.191

VI 52 Te 0.143 Te?~ 0.211

Source: Data from Handbook d Chemistry and Physics, CRC Press, Boca Raton, FL, 2002,
pp. F189, F-191.



TABULATIONS OF SEMICONDUCTING MATERIAL PROPERTIES

363

Table B.3. Comparison of the nearest-neighbor distance 1+/3a of several
semiconductor IV and VI binary compounds AC with the sums of the
corresponding ionic radii, and with the sums of the corresponding monatomic

lattice radii'
L/3a A tcrt A+B Compound
Compound Distance lonic Sum Monatomic Sum Type
ZnS 0.234 0.258 0.231 Semiconductor
AIP 0.236 0.263 0.253 Semiconductor
GaAs 0.245 0.284 0.246 Semiconductor
Cds 0.252 0.281 0.247 Semiconductor
HgTe 0.279 0.321 0.294 Semiconductor
InSb 0.281 0.326 0.308 Semiconductor
NaCl 0.282 0.278 0.350 Alkali halide
KBr 0.353 0.353 0.404 Alkali halide
RbI 0.367 0.367 0.419 Alkali halide
MgO 0.211 0.198 0:232 Alkaline-earth
chalcogenide
CaS 0.285 0.283 0.299 Alkaline-earth
chalcogenide
SrSe 0.301 0.303 0.419 Alkaline-earth

chalcogenide

""For comparison purposes data are shown for some alkali halides and alkaline-earth chalcogenides.
The distances are in nanometers.

Table B.4. Molecular mass of groups IV and =Vl compounds'

P As Sh S Se Te

Al 57.95 101.90 148.73 Zn 97.43 144.34 192.99
Ga 100.69 144.64 191.47 Cd 144.46 191.36 240.00
In 145.79 189.74 256.57 Hg 232.65 279.55 328.19

"The atomic masses of Si and Ge, respectively, are 4 (56.172) and % (145.18).

Source: Data from Handbook of* Chemistry and Physics, CRC Press, Boca Raton, FL, 2002,
pp. 12-57, 12-58.

Table B.5. Density in g/em® of groups -V and I-VI compounds'

P As Sh S Se Te
Al 2.42 3.81 4.22 Zn 4,08 5.42 6.34
Ga 4.13 5.32 5.62 Cd 4.82 0.567 5.86
In 4,79 5.66 5.78 Hg 7.73 8.25 8.17

"The densities of Si and Ge, respectively,are 2.3283 and 5.3234.

Source: Data from Handbook of Chemistry and Physics, CRC Press, Boca Raton, FL, 2002, pp. 12-57,
12-58.
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Table B.6. Bandgaps E, expressed in electronvoltsfor type i~V semiconductors
(on left) and type VI materials (on right)’

P As Sb S Se Te
Al (2.45)/3.62 (2.15)/3.14 (1.63)/2.22 Zn 3.68 2.7 2.26
Ga (2.27)/2.78 1.43 0.70 Cd 2.49 1.75 1.43
In 1.35 0.36 0.18 Hg — -0.061 -0.30
(4.4K)

“Indirectbandgaps are given in parentheses. The values for Si and Ge are (1.11)/3.48 and (0.66)/0.81 eV,
respectively.

Source: Data from P. Y. Yu and M. Cardona, Fundamentals of Semiconductors, Springer, Berlin, 2001,
table on inside front cover.

Table B.7. Temperature dependence of bandgap dE;/dT (in meV/°C) and pressure
dependence of bandgap dEg/dP (in meV/GPa)*

P As Sb S Se Te
Tempemture Dependence dEg/dT
Al — (-04)/-051 (-3.5) zZn -047 -045 -0.52
Ga (—0.52)/-0.65 —-0.395 -037 Cd -041 -0.36 -054
In -0.29 -0.35 -0.29
Si (-0.28) Ge (—0.37)/-0.4
Pressure Dependence dEg/dP
Al — (—5.1)/102 (=15 zn 57 70 83
Ga (—14)/105 115 140 Cd 45 50 80
In 108 98 157
Si (-14) Ge (50)/121

“The corresponding values for Si and Ge are listed below the III-V values.

Source: Data from I? Y. Yu and M. Cardona, Fundamentals of Semiconductors, Springer, Berlin,
2001, table on inside of front cover; see also Handbook of Chemistry and Physics, CRC Press, Boca
Raton, FL, 2002, pp. 12-105.
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Table B.8. Effective masses m* relative to free-electron mass m, of conduction band electrons and three types of valence band holes?

Electron Heavy-Hole Light-Hole Splitoff Hole Spin-Orbit
Effective Mass Effective Mass Effective Mass Effective Mass Splitting Ago (eV)
P As Sh P As Sh p As Sh P As Sh P As Sh
Ga — 0.067 0.047 0.57 0.53 0.8 0.18 0.08 0.05 0.25 0.15 0.12 0.08 0.34 0.75
In 0.073 0.026 0.014 0.58 0.4 0.42 0.12 0.026 0.016 0.12 0.14 0.43 0.11 0.38 0.81
Ge 0.41 Si 0.54, Ge 0.34 Si 0.15, Ge 0.043 Si 0.23, Ge 0.09 Si 0.044, Ge 0.295

"The spin—orbit splitting parameter Ago is also listed. The splitoff hole effective mass arises from spin—orbit coupling, which was not taken into account in this book.
Corresponding values for Si and Ge are listed below the II[-V values.

Source: Data are from P. Y. Yu and M. Cardona, Fundamentals d Semiconductors, Springer, Berlin, 2001, pp. 71, 75, supplemented by G. Bums, Solid State Physics,
Academic Press, New York, p. 312.
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Table B.9. Mobhilities at room temperature [in em?/(V-s)] for types -V and VI
semiconductors?

P As Sh S Se Te
Electron Mobilities
Al 80 1,200 200400 Zn 180 540 340
Ga 300 8,800 4,000 Cd 1,200
In 4,600 33,000 78,000 Hg 250 20,000 25,000
Hole Mobilities
Al — 420 550 Zn 5 (400°C) 28 100
Ga 150 400 1,400 Cd — — 50
In 150 460 750 Hg — 1.5 350

""The electron mobilities are given first, and the hole mobilities are presented below them. The mobilities
for Si and Ge for electrons are 1900 and 3800, respectively, and corresponding values for holes are 500
and 1820.

Source: Data from Handbook d Chemistry and Physics, CRC Press, Boca Raton, FL, 2002, p. 12-101.

Table B.10. lonization energies (in meV) of group ll
acceptors and group V donors in Si and Ge

lonization
Energy (meV)
lon Group Type Si Ge
B I Acceptor 45 10
Al I Acceptor 67 11
Ga 11T Acceptor 71 11
In I Acceptor 155 12
P V Donor 45 13
As \Y Donor 54 14
Sb \% Donor 43 10
Bi \ Donor 71 13

Source: Data from G. Bums, Solid State Physics, Academic Press,

New York, 1985, p. 172.

Table B.11. Static relative dielectric constants ¢/e, for types IV
and IVI semiconductors®

P As Sh S Se Te
Al 10.9 11 Zn 8.9 9.2 10.4
Ga 111 13.2 15.7 Cd — — 7.2
In 12.4 14.6 17.7

"The values for Si and Ge are 11.8 and 16, respectively.

Source: Data from Handbook of Chemistry and Physics, CRC Press, Boca Raton, FL,
2002, p. 12-101.



TABULATIONS OF SEMICONDUCTING MATERIAL PROPERTIES 367

Table 8.12. Index of refraction n [optical region, n = (¢/eg)"/?] for types
IV and IVI semiconductors?

P As Sh S Se Te
Al _ _ 3.2 Zn 2.36 2.89 3.56
Ga 3.2 3.30 3.8 Cd — — 2.50
In 3.1 35 3.96 Hg 2.85 _

“The values for Si and Ge are 3.49 and 3.99, respectively.

Source: Data from Handbook o Chemistry and Physics, CRC Press, Boca Raton, FL,
2002, p. 12-101.

Table 8.13. Melting point (in kelvins)for types IV and IVl semiconductors®

P As Sh S Se Te
Al —2100 2013 1330 Zn 2100 1790 1568
Ga 1750 1510 980 Cd 1750 1512 1365
In 1330 1215 798 Hg 1820 1070 943

"The values for Si and Ge are 1685 and 1231K, respectively.

Source: Data from Handbook of Chemistry and Physics, CRC Press, Boca Raton, FL, 2002, pp.
12-97, 12-98.

Table 8.14. Heats of formation (in kd/mol) at 300K for types IV
and IVl semiconductors®

P As Sh S Se Te
Al _ 627 585 Zn 477 422 376
Ga 635 535 493 Cd — — 339
In 560 477 447 Hg — 247 242

"The values for Si and Ge are 324 and 291 kJ/mol, respectively.

Source: Data from Handbook & Chemistryand Physics, CRC Press, Boca Raton, FL,
2002, p. 12-101.

Table 8.15. The Debye temperature ®p (in kelvins) for types =V
and IVI semiconductors?

P As Sh S Se Te

i
Al 588 417 292 Zn 530 400 223
Ga 446 344 265 Cd 219 181 200
In 321 249 202 Hg — 151 242

“The values for Si and Ge are 645 and 374K, respectively.

Source: Data from Handbook of Chemistry and Physics, CRC Press, Boca Raton, FL,
2002, pp. 12-97, 12-98.
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Table B.16. The specific heat Cp [in J/(kg-K)] at 300K for type
IlI-V semiconductors?

P A Sbh S Se Te
Al — — — Zn 472 339 264
Ga — — 320 Cd 330 255 205
In — 268 144 Hg 210 178 164

""The values for Si and Ge are 702 and 322J/(kg- K), respectively.

Source: Data from Handbook of Chemistry and Physics, CRC Press, Boca Raton,
FL, 2002, pp. 12-98.

Table B.17. Thermal conductivity [in mW/(em-K)] at 300K for types
IV and IVl semiconductors?®

P As Sb S Se Te
Al 920 840 600 Zn 251 140 108
Ga 752 560 270 Cd 200 90 59
In 800 290 160 Hg — 10 20

""The values for Si and Ge are 1240 and 640mW /(cm-K), respectively.

Source: Data from Handbook of Chemistry and Physics, CRC Press, Boca Raton, FL,
2002, pp. 12-97, 12-98.

Table B.18. Linear thermal expansion coefficient (in 106K} at
300K for type -V semiconductors®

P As Sh S Se Te
Al _ 35 42 Zn 6.4 7.2 8.2
Ga 53 5.4 6.1 Cd 47 3.8 4.9
In 4.6 4.7 4.7 Hg — 55 46

"The values for Si and Ge are 2.49 x 107° and 6.1 x 107K ™", respectively.
Source: Data from Hundbook of Chemistry and Physics, CRC Press, Boca Raton,
FL, 2002, p. 12-98.

Table B.19. Volume compressibility (in 107°m?/N)
for type NV semiconductors®

P As Sh
Al — — 0.571
Ga 0.110 0.771 0.457
In 0.735 0.549 0.442

"The values for Si and Ge are 0.306 and 0.768 x 10~ '°m?/N,
respectively.

Source: Data from Handbook of Chemistry and Physics, CRC
Press, Boca Raton, FL, 2002, p. 12-101.
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Table B.20. Microhardness (in N/ymm?) of types IV and -Vl semiconductors”

P As Sh S Se Te
Al 55 (M) 5000 4000 Zn 1780 1350 900
Ga 9450 7500 4480 Cd 1250 1300 600
In 4100 3300 2200 Hg 3(M) 2.5(M) 300

"The values for Si and Ge are 11,270 and 7644 N/mm?, respectively. M indicates microhardness
values on the Mohs scale.

Source: Data from Handbook of Chemistry and Physics, CRC Press. Boca Raton, FL, 2002, pp.
12-97, 12-98.

Table B.21. Atomic magnetic susceptibility (in 107 cgs)
for types WV and I-V1 semiconductors?

P As Sbh
Ga —-13.8 -16.2 -14.2
In —-22.8 —-27.7 -32.9

"The values for Si and Ge are —3.9 and —0.12 x 10~®cgs, respec-
tively, and the value for ZnS is —9.9x 1075 cgs.

Source: Data from Handbook of Chemistry and Physics, CRC Press,
Boca Raton, FL, 2002, p. 12-101.
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abalone mollusk, 1
absorption
coefficient, 149
edge, CdSe, 90
accelerometer, 333
acceptor, 30
Al, 30
Ga, 30
level, 21
acetal, 306, 307
acetylene, 105, 282
acoustic mode, 18
acrylate, 328
activation energy, 286
actuator, 333
bimorph cantilever, 339, 340
adatom, 258
adenine, 318, 322
adenosine triphosphate (ATP), 315, 316,
335
Ag (silver), 260
colloidal, photography, 72
doped glass, 285
halide, 2
matrix, 182
nanoparticle, Brillouin spectrum, 212
nanoparticle, preparation, 100, 101
nanoparticle, superlattice, 157
nanoparticles in glass, 149
nitrate, 2
air bag, 333, 334
Al (aluminum), 130
acceptor, 30, 152
density of states, 244
donor, 30
electrode, 352
ion, 11

nanoparticle mass spectra, 85
. unit cell, 78 _
Al, nuclear magnetic resonance, 275
Al,,, 133,134
Aly,, 85, 275
nanoparticle, 78
nanoparticle binding energy, 80
Alys, 85
alanine, 317, 325
AlAs, 18, 25
albumin, 315
AlCls, 130
alcohol, 263
aldehyde, 306, 307
AlGaAs, 252
alkali halide, 17
alkaline earth chalcogenide, 17
alkanethiol, 260, 263
alkanethiolate, 262, 263
alkylthiol, 143, 157
allyl, 328
AlOH on y-alumina surface, 201
alpha helix, 314, 318
alphabet, four letter, 322
AlSb, 25
alternating bonds, 291
alumina, 200, 269, 351
nanoparticle passivation, 80
rods, 161
amido, 198
amino, 20, 58, 307, 314
amino acid, 227, 257, 310, 312, 315,
317
residue, 314
sequence, 324
structure, 315
unnatural, 325
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amoeba, 316
amphiphilic, 327
anatase, 198, 269
AND gate, 353, 354
angular momentum, orbital, 86
antiferromagnetism, 166
aniline, 292
anionic, 326
anthracene, 288, 289
anti-Stokes line, 59
antisymmetric wavefunction, 167
Ar (argon), 269
aragonite, 330
architecture, nanosize, 345
armchair, chiral, zigzag structures, 115,
118
Arrhenius
plot, 286
process, 175
As (arsenic), size, 42
atomic force microscope (AFM), 52, 344,
345
cantilever probe arm, 56
map of surface, 336
radii of atoms, table of values, 362
ATP, acronym for adenosine triphosphate,
315, 316, 335
Au (gold), 13, 279
cluster, electrical conductivity mode,
145
cluster, melting point, 89
doped glass, 285
electrode, 351
encapsulated nanoparticle, 143
fluctuation induced changes in
nanoparticle structure, 87
layer, 261-263
linked nanoparticles, 143
nanocluster, 86
nanoparticle, 85
nanoparticle, linked cluster current-
voltage relationship, 144
nanoparticle self-assembly, 157
nanoparticles in glass, optical spectrum,
148
nanoparticles, micrograph, 54
substrate, 4
Auss, 260
ligand stabilized, 13, 247-249, 277
nanoparticle, 13
audiospeaker, 192
Auger spectroscopy, 64
azide, 3, 334
azobenzene, 346, 347

B (boron) nanoparticle, 81-83
Bg nanocluster energy levels, 83
Bg nanocluster energy levels, 83
Bis, 83
icosohedral structure, 154
nanocluster energy levels, 83
back-scattering of electrons, 48
bacteriophage, 312-315
bacterium, 312, 314, 316
motion, 335
band gap, 24, 81, 90
band structure
conduction band valley, 25
direct gap, 24
GaAs, 24
Ge, 27
indirect gap, 25
Si. 27
valley, 24
bandgaps of semiconductors, table of
values, 364
base pair, 318, 321
battery, 293
BCC, acronym for body centered cubic, 10,
12,36
beads on string, 322
benzene, 282, 292
molecule gears, 343
beta sheet, 314, 315, 318
BET isotherm, 269
bifurcation, 299-302
BizMOzOg, 270
catalyst, 271
biological materials, 310
biometrics, 329
biomineralization, 329, 330
birefringence, 287
block
copolymer, 293, 305, 307
polymer, 305
blocking temperature, 176, 177
blood platelet, 316
blue shift, 196, 215
exciton energy, 245
optical absorption edge, 245
BN, boron nitride, 199, 200
body centered cubic (BCC), 10, 12, 36
Bohr magneton, 167
Bohr radius, effective, 33
Bombyx silk caterpillar, 325
bond
broken, 31
disulfide, 318
hydrogen, 318



bone, 324

bongo drum, 2

Bose—Einstein condensation, 95

boson, 95

bottom-up nanostructure preparation, 227
Br (bromine), 277

angle, 41
condition, 41
reflection, 38, 160
Bravais lattice, 9
three dimensional, 10
two dimensional, 9, 10
Bremsstrahlung isochromat spectroscopy
(BIS), 64
bright field image, 48, 49
Brillouin
scattering, 61, 203, 210
spectra and particle size, 213
spectroscopy, 210
spectrum, 210, 211
Brillouin zone, 20
figure, 23
GaAs, 23
symmetry lines, 23, 24
symmetry points, 23, 24, 28
two dimensional, 22, 23
brittle fracture, 137
brittle-to-ductile transition, 138
Brensted acid, 270, 276
site, 272
Brownian motion, 277
Brunauer—Emmett-Teller adsorption
isotherm, 269
brush polymer, 158
buckyball, 113
bulk nanostructure, 133
chill block melt fabrication, 136
electrodeposition fabrication, 137
gas atomization fabrication, 137
gas deposition fabrication, 137
materials, 133
bulk-to-nano transition, 88
butadiene, 282
butanol, 265, 266

B¢, 199
in fullerene, 109
nuclear magnetic resonance, 69
Cyp, 113
Cy,, 113
Cso, 45
alkali doped, 110-112

INDEX

crystal, 110
crystal unit cell, 111
discovery, 107
infrared spectrum, 108, 109
mass spectrum, 107
nuclear magnetic resonance singlet,
69, 70
soccer ball structure, 111
superconductivity, 112
Cro, 45, 113
mass spectrum, 107
rugby ball shaped, nuclear magnetic
resonance, 69
Cqe, 45, 113
Cqg, 45
Cgp, 113
Cgs, 45
Cgq, 113
calcium carbonate, CaCO3, 1, 281
cantilever, 334, 335
bimorph actuator, 339
nanosize, 344
oscillation, 345
tip, 341
capacitance, interparticle, 248
capacitor, 246, 247
carbon (C)
chemical bond, 103, 104, 106
cluster, 106
clusters, figure, 108
glassy, 209
nanostructure, 103, 106
carbonate, 1, 281
carrier density
figure, 26
GaAs, 29
Ge, 29
Si, 29
cartilage, 324
catalysis. 257, 264
definition, 129
heterogeneous, 264
homogeneous, 264
reactivity, 37
catalyst, 198, 227, 300
Co, 298
pillard, 277
catenane, 347, 348
cathedral windows, |
cathodoluminescence, 153
cationic, 326
Cd (cadmium) superconductor, 254
Cd,yS,, 223
Cdo, 130
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Cds, 9, 130, 213, 216, 361
fluorescence, 2 16-22]
glow peak, 221, 222
in zeolite cages, 221
nanocrystal. 285
photoluminescence, 224
thermoluminescence, 224
CdSe
absorption edge, 90
colloidal, 61
fluorescence, 215,217
nanocrystal, 285
nanoparticle size dependence of energy
gap, 64
optical spectrum, 63. 90, 91
quantum dot, 214, 216
cellulose acetate, 2
center
deep, 31
shallow, 31
CH4 methane, 104, 105, 282
CgHg cubane, 97
Cy¢Hyo dodecahedron, 105, 106
charcoal, 209
charge coupled device, 195
ConBI‘lg,, 113
chemical bond
carbon, 103-106
wavefunction, 17
chemical sensor, 128
chemical shift, 270
chemochromic, 293
chill block melt spinning, 136
chip, 127, 333
Intel, Pentium, 127
chirality, 118
chlorophyll, 315
chloroplast, 316
cholesterol, 315, 328, 329
chromatin, 320, 322
chromatographic column, 46
chromatography, 45
chromophor, 300
chromosome, 316, 321
circular well, 239, 240
circumferential vector, 117
Cl (chlorine), 11,277
clay, 273, 274
cluster array, 143, 145
cluster, water, 96, 97
CO carbon monoxide, 198, 281
infrared spectrum, 198, 199
CO, carbon dioxide, 198, 281
cluster, 97
infrared spectrum, 198, 199

Co (cobalt)
catalyst, 298
nanoparticle, 182
nanoparticle magnetoresistance, 184
Co0,0,, 270
code word, 323
coding strand, 322
codon, 317, 325
coercive field 170
particle size dependence, 173
coherence length, 254
coke, 209, 277
collagen, 311, 324
colloid, 3, 279, 280
solution, 143
color of nanocluster, 82
colossal magnetoresistance, 181-185
compact disk (CD), 5
complementary strand, 319, 322
computer switch, 6
concentration of electrons, intrinsic, 31
conductance, 147
differential, 119
quantization, 4
conduction band, 20
figure, 21
conduction electron
content, table, 233
electron paramagnetic resonance
spectrum, 100
conductive polymer, 292. 293
conductivity
electrical, 22
electrical, temperature dependence,
22
confinement
dimensions, table, 234
electron, 157
partial, 241, 358
guantum, 3
conformation change, 351
controlling electrode, 246
Cooper pair, 254
copolymer, 293, 294, 306
block, 293
electron paramagnetic resonance, 306,
308
cordierite, 212,213
cornea of eye, 324
Cotton--Mouton effect, 189
Coulomb
attraction, exciton, 90
blockade, 121, 157, 233, 247, 255
blockade, quantum dot, 71
charging energy, 247



explosion, 93
force, 244
interaction, 196, 244
interaction, exciton, 32
staircase, 247, 248, 256
counterion, 295, 297, 298
covalency, fractional, 17,18
Cr (chromium), 262
nanostructure, micrograph, 57, 58
Cr,0, chromia, 270
crack, 137, 138
cracking reaction, 277
crystal
growth, activation energy, 286
lattice, 36
plane, 38
space group, 37
structure, 9, 10
system, 36
system, table, 37
crystallography, 37
Cu (copper), 260, 279
electron affinity, 84
electron paramagnetic resonance, 69
nanocluster, 83
nanoparticle, photoelectron spectrum,
84
nanostructure, 137
nanostructure, stress-strain curve,
141
surface, 338, 339
wire, conductivity, 121
Cu,0, exciton optical spectrum,
90, 91
cubane CgHg, 105, 106
cuboctrahedron, 12
Curie
law, 176
temperature, 168, 185
current
dark, 250
threshold, 254
CuSOy electrolyte, 137
cyanide, 300
cyano, 298
cyclohexane, 265, 266
cyclohexene, 265, 266
cyclotron resonance, 30
cytosine, 315, 318. 320, 322

Dalton, 284, 312
damping factor, 342, 343
dangling bond, 55
dark current, 250
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field image, 48, 49
de Broglie wavelength, 45
Debye
screening length, 159
temperatures of semiconductors, table of
values, 367
—Scherrer powder x-ray diffraction, 41
decalin, 171
deep trap level, 21
defect, Frenkel, 232
degeneracy, 239
valley, 26
de Haas—van Alphen effect, 244
dehydroxylation, 276
dekatessarahedron, 12
delocalization, 357
dimensions, table, 234
delta function, 242
dendralyst, 300-302
dendrimer, 296—-305
supramolecular, 302
dendritic molecule, 296
densities of semiconductors, table of
values, 363
density of states, 234-237, 241
confined electrons, 242, 243
confinement, 359, 360
dimensions, table, 236
energy dependence, 237
functional theory, 80
phonon, 242
desoxyribonucleic acid, (DNA), 310, 311,
314, 316, 320, 323
desoxyribose sugar, 318, 319
diacetylene, 282, 290, 291
diallyl, 328
diamine, 298, 300
diamond, 205, 207
Raman spectrum, 208
structure, 15
structure figure, 16
diatomic chain, 19
dielectric constants of semiconductors,
table of values, 366
dielectric gap, 162
differential thermal analysis (DTA),
270,272
diffraction limit, 341
diffractometer, 38
dimensionality, 357
effects, 231
dipole moment, 344
dipole-dipole interaction, 168
dislocation, 138
edge, 138
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dispersion, 277
disulfide bond, 318
divergent
growth, 299
synthesis, 299
DNA (desoxyribonucleic acid), 310, 311,
314, 316, 320, 323
double helix, sketch, 321
double nanowire, 316
successive foldings, 322
dodecahedral structure, 114
domain
ferrimagnetic, 166
ferromagnetic, 166, 169
growth, 169
rotation, 169
donor, 30
level, 21
d-orbital, 87
dots in a well, 251
double
helix, 310
nanowire, 310
refraction, 287
well potential, 174-176
drain, 245, 246
dual space, 22
dye molecules, 288
dynamics of nanomagnets, 172

edge dislocation, 138
EELS, acronym for electron energy loss
spectroscopy, 64, 66
effective mass
definition, 28
exciton, 32
GaAs, 34
longitudinal, 30
semiconductors, table of values, 365
transverse, 30
elastin, 315, 325
electrical conduction along chain molecule,
350
electrical properties of nanostructure, 142
electrochemical cell, 128
Raman spectrum, 129
electrochromic, 293
electrodeposition, 137
electroluminescence, 153
electron
affinity, 83, 84, 153, 180
conduction electrons, EPR, 99, 100
copolymer, EPR, 306, 308

diffraction, 37
donor, 180
energy loss spectroscopy (EELS), 64, 66
gun, 125
micrograph, 311, 312
paramagnetic resonance (EPR), 69. 308
spin resonance (ESR), 68
emulsion, silver halide, 2
energy
activation, 143
surface, ellipsoidal, 26
thermal, 175
energy band, 20
parabolic, figure, 25
small metal cluster, 82
energy gap
pressure dependence, 26
temperature dependence, 26
enzyme, 227, 324, 328
epitaxial
film, 3
film, face centered cubic, 37
film, hexagonal close packed, 37
growth, 3
epitaxy, molecular beam, 35
EPR, acronym for electron paramagnetic
resonance, 69, 308
erythrocyte, 316, 324
Escherichia coli, 316
ester, 263
ethanol, 265, 266
ethylene, 105
glycol, 307
Euler buckling force, 344
exchange
coupling, 172
interaction, 167
exciton, 196, 244
confinement, 92
effective mass, 32
energy levels, 90
fluorescence, 219
Frenkel, 34
Mott—Wannier, 34, 244
optical spectrum, 34, 91
radius, 34, 245
self trapped, 287
spectrum, 197
exclusion principle, 167
exothermic, 270

face centered cubic (FCC), 10, 36
nearest neighbor distance, 13



sublattice, 15
unit cell figure, 12, 13
face centered tetragonal, 79
failure mechanism, 137
fascicle, 311, 316
faujasite, 154
FCC, acronym for face centered cubic, 10,
12, 13, 15, 36
Fe (iron), 279
circular array, 338, 339
electronic structure, 165
granular, 139
in human body, 176
nanoparticle, blocking temperature,
177
nanoparticle, reactivity with hydrogen
gas, 86
Young’s modulus, 139
Fe nanoparticles on nanotubes, 177
coercive field, 179
hysteresis loop, 179
micrograph, 178
remnant magnetization, 180
FeBiSi alloy, 147
FeCo alloy yield strength, 140
FeCr alloy magnetoresistance, 183
FeCu
alloy, 133
nanoparticle grain size, 135
stress-strain curve, 135
femtometer, 7
Fe,0O3 hematite, 270
substrate, 85
Fe;0,4 magnetite, 186, 270
FePt, 174
nanoparticle, 173
Fermi
circle. 235
energy, 145
gas, 234, 241
level, 146
region, 235
sphere, 29, 235, 241
surface, 29
Fermi-Dirac distribution, 146
fermion, 95
ferrimagnetism, 166
ferritin, 176
iron content, 178
ferrofluid, 3, 186
applications, 192
diffraction grating, 191
optical polarization, 190
ferromagnet, 6, 153
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nonpolymeric organic, 180
ferromagnetism, 6, 165, 166
itinerant, 181
single domain nanoparticle, 182
FET, acronym for field effect transistor, 4,
126, 246
fiberoptic cable, 164
fibril, 311
fibrinogen, 312-315
fibroin, 325
field effect transistor (FET), 4, 126, 246
nanotube, 126
field emission, 125
flagella, 335
flocculation, 277
fluorescence, 151
fluorocarbon, 263
flux quantum, 255
Fourier
transform infrared spectroscopy (FTIR),
59
transform infrared spectrum, 198-202
transform, fast, 49
transformation, 39
Franck—van der Merwe growth, 259
free electron approximation, 159
free energy, 259
Frenkel
exciton, 34
defect, 232
friction, 333
force microscope, 57
FTIR, acronym for Fourier transform
infrared (spectroscopy), 59
fuel cell, 127
fullerene, 3, 205, 289
discovery, 108-110
endohedral, 45, 70
ferromagnetic, 180
graphitic structure, 180
infrared spectrum, 208
endohedral La, hyperfine structure, 71
mass spectrum, 46, 107
nanocrystal, 153
nuclear magnetic resonance, 70
polarize and rotate, 344
Raman spectrum, 208
sketch, 111, 288
small and large, 111
furan, 278

Ga (gallium)
acceptor, 30
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Ga (gallium) (continued)
size, 42
GaAs, 9, 15,42, 260, 361
band structure, 24
bond distance, 45
Brillouin zone, 23
carrier density, 26, 29
effective mass, 34
exciton, 244, 245
excitonic spectrum, 197
micrograph, 261
mixed crystal, 8
quantum dot. 228. 231
quantum well, 227, 249, 250
quantum wire, 228
specific surface area, 267
substrate, 143
galaxy, 107
galvanic series, 292
gamma globulin (y-globulin), 312, 313
GaN, 199
XPS, 64
GaP energy band, 25
gas atomization, 137
gate, AND, 353, 354
Gd (gadolinium) electron paramagnetic
resonance, 69
Ge (germanium), 9, 15, 25, 26, 260
bandgap, 31
carrier density, 26, 29
film, 203

nanocrystal Raman spectrum, 59, 61, 62,

203-205

gelatin, 2
genome, 321
geometric structure, 78
germanium, see Ge,
giant magnetoresistance, 18]
Gibbs free energy, 259
glass

Au nanoparticles, 148

color, 2

ion exchange doping, 150
globular protein, 315
glow peak, 221, 222
glutamate, 317
glutamic acid, 317
glycine, 315, 317, 325
glycogen, 315
gold, see Au
grain

nanosized, 6

size determination, 41
graphite, 205, 207

Raman spectrum, 208, 209

spectroscopy, 108
graphitic sheet, 117, 118
group, space group, 36, 37
growth, divergent, 299
guanine, 315, 318, 320, 322
guest molecule, 304

hairy nanosphere, 294
Hall—Petch equation, 139, 140
haploid, 321
hard magnetic material, 170
harmonic oscillator, damped, 342
HCP, see hexagonal close packed,
H/D exchange, 199
He (helium)

lambda transition, 96

liquid, 96

specific heat, 96

superfluid, 95

heats of formation of semiconductors, table

of values, 367

Heaviside step function, 242
Heisenberg

model, 167

uncertainty principle, 82
heme, 73
hemoglobin, 176, 313, 315, 324
heredity, 323
heterocyclic, 276
heteroepitaxy, 258

hexagonal close packed (HCP), 11, 36

hexamer, 303
hexane, 279
hexyl, 279
HF (hydrogen fluoride), 151, 152
histone, 319, 320
hole, 21. 25
valence band, 25, 30
hormone, 315
H,S, 130
hybridization, 105
hydrogen
atom, 75
atom energy levels, 77
atom wavefunction, 76
bond, 318-320
—deuterium exchange. 199
molecule, 77
hydrophilic, 279. 305. 326
hydrophobic, 30.5
hydrosol, 277, 279
hydroxyl OH, 20, 198
FTIR, 59
Raman spectrum, 96



hydroxyproline, 324, 325

hyperfolding, 320

hysteresis, 168, 177
loop, 170

icosahedral structure, 153, 154
imido, 198
FTIR, 59
In (indium)
cluster, 79
size, 42
superconductor, 254
InAs, 18, 42, 260
islands, 261
micrograph, 261
quantum dot, 251
index of refraction
intensity dependence, 149
of semiconductors, table of values, 367
inert-gas nanocluster, 94
influenza virus, 315
infrared, 195, 196
active, 205, 207
sensor, 334
spectroscopy, 58
surface spectroscopy, 198
infrared detector
quantum well, 248-251
InGaAs, 251-253
InP, XPS, 65
insulator, 20
insulin, 315
interstellar dust, 109
intraband scattering, 232
intrinsic semiconductor, 21
inverse photoelectron spectroscopy (IPS),
64
ionization
energy, 66
energy of outer electrons, plot, 67
ionization energies of semiconductors,
table of values, 366
Ir (iridium), 279
isomerization
photo, 345
trans-to-cis, 346
isoprene, 284
itinerant ferromagnetism, 181

jellium model, 3, 75, 77
Josephson junction, 244, 255
junction, metal-insulator-metal, 146
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K (potassium), 3
KAl,;, 153
structure, 155
K;Cego, 110, 254
magnetization, 112
KCl, 153, 344
Keggin ion, 275, 276
Kelly-Tyson equation, 131
Kerr shutter, 287
Kharash addition reaction, 301
kinetic control, 258
Kirkwood—-Adler transition, 158
KOH, 128
Kr (krypton) nanocluster, 94
Kramers—Kronig analysis, 59

La (lanthanum), 71
Lanz, 45, 46
electron paramagnetic resonance, 68, 69,
71
lambda
point, 96
transition, 96
LaMnO,, 184
structure, 185
Landau
band, quantum dots, 70
level, 122
Langmuir-Blodgett film, 260
laser
evaporation, 97
excitation, 220
focused atomic disposition, 57, 58
hybrid, 251
infrared, 252
nanoparticle preparation, 101
polarized, 42
quantum dot, 5, 251-253
quantum well, 251
quantum wire, 251
vaporization, 45
lateral force microscope, 57
lattice
constant, 38, 39
constants of semiconductors, table of

values, 362
mismatch, 18, 259
plane, 39

plane indices #kl, 39
vibration, normal mode, 18
lead, see Pb
length
characteristic, 4
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length (continued)
critical, 4
scattering, 4
Lennard—Jones potential, 95
lens
objective, 47, 48
projector, 47, 48
leukocyte, 316
Lewis acid, 276
site, 202, 272
strength, 273
Li (lithium)
nanoparticle synthesis, 99
stored in nanotube, 127
LiB(C,Hs);H, 98
ligament, 324
ligand stabilization, 13, 79
light
emitting diode (LED), 293
scattering, 286
LiN; (lithium azide), 99
linked cluster, 143
linker region, 320
lipid, 328
lipophilic (same as hydrophobic),
279. 326
lipoprotein, 313, 315
liposome, 328
unilaminar, 328
liquid
crystal, 187
short range order, 9, 166
lithography, 35, 126, 143, 227-230
electron beam, 2, 4, 160, 228, 229, 336,
340
molecular switch, 353
nanoimprint, 336, 337
photo, 344
x-ray, 160
locked moment magnetism, 88
logic gate, 351
longitudinal
acoustic (LA) mode, 20
mode, 19
optical (LO) mode, 20
long range order, 9
low energy electron diffraction (LEED),
45
luminescence, 151, 195, 196, 213
emission model, 221
perylene, 287
Lycurgus cup, 1
lysosome, 316

macromolecule, 257
macroscopic, 311
magic number, 3, 13, 74
Aly3 nanoparticle, 78, 80, 85, 276
Auss nanoparticle, 13,247-249,260,277
electronic, 15, 75
energy, 74, 76
energy, figure, 76
face centered cubic nanoparticle, 13
figure, 15
hexagonal close packed nanoparticle, 13
inert gas-nanoparticle, 94
mass spectrometer measurement, 74
metal atom, 74
Naj4;5 nanoparticle, 14, 15
Pds¢; nanoparticle, 14
potential, figure, 76
Pt3ge nanoparticle, 14
sodium Na,, nanoparticle, 14, 15
structural, 13, 15, 75, 94
structural, table, 14
Ti;; nanoparticle, 278
magnetic
information storage, 147
material, hard, 170
material, soft, 170
moment, 165, 167
moment measured by Stern—Gerlach
experiment, 88
moment, net, 87
nanoparticle chain, 188, 189
resonance, 68
susceptibilities of semiconductors, table
of values, 369
magnetism, locked moment, 88
magnetite, 186
magnetization, 168
curve, reversible, 171
remnant, 169, 170
saturation, 170
magnetofluid, 186
magnetoresistance
colossal, 181
giant, 4, 181
magnetorestrictive effect, 334
mass
analyzer, 43
free electron, 28
molecular of semiconductors, table of
values, 363
spectrometer, 43, 84, 106
spectrometer, figure, 44
spectrometer, time of flight, 45
spectrum, Pb cluster, 75



effective, see effective mass
mean free path, 73, 232
definition, 47
electron, 47
mechanical
properties of nanostructures, 139
reinforcement, 130
medieval cathedral, 1
melting points of semiconductors, table of
values, 367
merocyanine, 347, 348
mesoscopic, 311
messenger RNA, 323
metal
-insulatorjunction, 146
organic, 292
oxide semiconductor (MOS), 195
metaphase chromosome, 321, 322
metastable, 196
methacrylate, 328
methane CH,, 104, 105, 282
structure, 104
methanol, 265, 266
methyl CH,, 198, 263
methyl methacrylate, 301
Mg (magnesium), 274
ion, 11, 12
radius, 11, 12
MgAl, O, spinel, 11
MgO, 11
MgS, 11
micelle, 305, 326, 327
critical concentration, 328
dendritic, 306
microcontact printing, 263
microelectromechanical
device, 334, 335
systems, 332
microemulsion, 327
microfibril, 311
microhardness of semiconductors, table of
values, 369
microscale, 333
microwave absorption, 71
Mie theory, 2, 149
miniaturization, 333
mitochondrion, 316
Mn (manganese)
electron paramagnetic resonance, 308
mixed valence system, 184
MnO, 11
MnS, 11
Mo (molybdenum)
nanoparticle synthesis, 98
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x-radiation, 40
x-ray line energy levels, sketch, 68
mobility
Ge and Si, 31
semiconductor, table of values, 366
mode, vibrational
longitudinal, 19
transverse, 19
molecular
beam epitaxy, 35
mass of semiconductors, table of values,
363
nanocluster, 96
orbital calculation, 78, 79
orbital theory, 76
sieve, 268—270
square, 297-299
switch, 300, 347
weight, 312
molecule
guest, 304
size, determination, 311, 312, 314, 320
trapped, 304
mollusk, 330
monolayer self-assembled, 80, 260
monomer, 283, 294
montmorillonite, 274, 276
MOOz, 130
Mo0O;, 130
Moore's law, 35
mordenite, 154
channels, 156
Moseley’s law, 66
plot, 67
Mott—Wannier exciton, 34, 196, 244
multilayer
film, 329
TiN-NbN, 142
multiplicity, 333

N (nitrogen), 114
13N, 199
Nag, 113
Na (sodium), 3
diffusion in glass, 150
nanoparticle, 3, 14, 15
NaB(C,Hs):H, 98
NaBH, 98
NaCl
lattice type, 11
structure, 39, 142
nanocluster
molecular, 96
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multiple ionization, 93
rare-gas, 94
nanocrystal, 285
nanodevice, 332, 339
nanoelectromechanical
device, 6
machine, 335
system, 335
nanofilm, 315
nanoindenter, 142
nanomachine, 332, 339
nanomagnet dynamics, 172
nanoparticle
definition, 72, 74
fabrication by laser evaporation, 74
geometric structure, 78
icosahedron, 78
mass, 43
polypeptide, 310
reactivity, 83
size range, 73
surface area, 264
theoretical modeling, 75
nanoparticle synthesis, 97
chemical methods, 98
pulsed laser, 100
radiofrequency (RF) plasma, 97, 98
thermolysis, 99
nanopore containment, 176
nanosphere, 294, 295
nanostrand, 319
nanostructure, 6
carbon, 103
electrical properties, 142
FET-type, 246
mechanical properties, 139
multilayer, 141
stress-strain curve, 141
nanoswitch, 348
nanotechnology
applications, 6
interdisciplinary nature, 5
meaning, 1
research growth, 5
nanotube, 4, 114
aligned, 177
applications, 6, 125
armchair, chiral, zigzag structures, 115
asymmetric stretch, 122, 123
band gap, 118
bending, 124
carbon arc fabrication, 115
chemical vapor deposition, 116
computer switching, 127

Coulomb blockade, 121
electrical properties, 118
electrochemical cell, 128
electron transport, 120
fabrication, 114
formation, 117
growth, 117
growth and Co, Ni, 177
hydrogen stored, 128
Landau level, 122
laser evaporation synthesis, 114, 116
mechanical properties, 123
multiwalled, 115, 116, 344
nested, 115, 116, 124
normal mode of vibration, 122, 129
paper, 128, 339
Raman spectrum, 129
semiconducting, 118
structure, 117
symmetric stretch vibrational mode, 122
tensile strength, 124, 131
thermal conductivity, 121
vibration, 122

nanowire
DNA and RNA, 323
double, 310
polypeptide, 310, 314

naphthalene, 282
formula, 288

Nb (niobium), 142

NbGe, 254

NbN, 142
alloy, 254

ND, 199, 200

ND,, 199, 200

Nd (neodymium), 171

NdFeB alloy, 171, 172

Nd magnet material, 171

Nd-YAG laser, 252

nearest neighbor distances in

semiconductors, table of values, 363

neutron diffraction, 37

NH, 199,200

NH; (ammonia) cluster, 97

Ni (nickel), 130, 279, 301
nanoparticle, 49
nanoparticle, transmission electron

microscope image, 50

NiO, 130,270

Ni(OH),, 128

nitrile, 263

nitro NO,, 20, 129, 351

normal mode, 18

n-type semiconductor, 21, 152
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nuclear fusion, 94 size, 13-15,42, 231, 232
deuterium cluster, 93 size, Raman measurement, 205
nuclear magnetic resonance (NMR), 68, passivation, 80, 264
244 Pauli exclusion principle, 167
Al 275 Pb (lead), 254
¢, 69, 109 cluster mass spectrum, 75
°E 69 nanoparticle, 74
'H, 69 superconductor. 254
’'p 69 PbMo4Ss (Chevrel compound), 254
*%Si, 269 Pb-Ir alloy, 254
nucleation, 258 Pd (palladium), 14
nucleic acid, 316 Pdse; nanoparticle, 14
nucleosome, 320, 322 penetration depth, 254
nucleotide, 310, 315, 316 microwave, 99
structure, 319 pentane, 282
number of free electrons, energy peptide bond, 310, 317
dependence, 236 perylene, 286, 289
Arrhenius plot, 290
formula, 288
O (oxygen), 199 phase transition FCC/BCC, 159
170, 199 phenanthroline, 14
octadecylthiol surfactant, 80 phenylene, 298
octahedral site, 11 phenylenediamine, 298
fullerene, 111 phonon
octanethiol self assembly, 349 acoustic, 210
0D, 200, 201 optical, 203
OH, 199, 200 phosphate, 316, 319
oligopeptide, 314 phospholipid, 328, 329
optical bilayer, 328
extinction, 107 bilayer, spin label ESR, 70, 71
mode, 19 phosphorescence, 151, 195
spectroscopy, 194 porous silicon, 151
order phosphorus donor, 152
long range, 9 phosphoryl, 328, 329
short range, 9 photodissociation of Si nanoparticle, 92
organelle, 316 photoelectron, 63
organic photoemission, 195
compound, 281 density of states, 243
metal, 292 spectroscopy (PES), 62
organosol, 277 photofragmentation, 92
oxygen ion, 11 photography, 2

photoisomerization, 345
photolithography, 344

P (phosphorus), 69 photoluminescence, 213
*P nuclear magnetic resonance, 69 quantum dot, 230
packing of nucleosomes, 320, 322 photomultiplier, 189
parabolic photonic crystal, 4, 159, 160
energy band, 25 air band, 163
well. 239, 240 band gap, 161, 163
paramagnetism, 166 dielectric band, 163
parity, 238 guided mode, 162
partial confinement, 24 1 two-dimensional, 161
particle photosynthesis, 316

in box, 82 picometer, 7
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pi-conjugation, 282, 292
compounds, 288
piezoelectric
scanner, 54
scanning mechanism, 55
pillared clay, 273, 276
pillaring, 275
pixel, 2
plasma
hot, 3
membrane, 328, 329
plasmon, 49
polarizability, 59, 344
electronic, 94
polarization, 347
circular, 347
linear, 347
polarizer, 347
polaron, 292
poliomyelitis, 312
polyacetylene, 294
nanoparticle, 293
polyacrylonitrile, 130
polyamine, 300
polyaminoamine, 298, 299
dendrimer, 301
polyaniline, 42, 292
nanoparticles, micrograph, 43
polydiacetylene, 289, 292
polyethylene, 151
polyhedron, 12
polyion film, 331
polymer, 281, 292
brush, 158, 294
conductive, 292
conductive nanoparticles, 44
linear, 283
size, 284, 285
star, 294
thermoplastic, 336
polymerization, 283, 291, 326, 328
polypeptide, 310, 314, 324, 325
nanowire, 314
polypropylene, 130
polystyrene, 283
sphere, 158
p-orbital, 105
pores in zeolite, 154
porous materials, 268
porous silicon phosphorescence, 15l
positronium, 32, 33
potassium (K)
azide, 3
nanoparticle, 3

potential

double-well, 174, 175

well, 75, 236, 237
primary structure, 318
primitive, 10
printed circuit, 293
proline, 324, 325
propanol, 265, 266
protein, 310, 312, 315

extrinsic, 329

intrinsic, 329

globular, 315

synthesis, 323
Pt (platinum), 260, 272, 279

electrode, 152

Pty09 nanoparticle, 14
p-type semiconductor, 21, 152
pulsed laser synthesis, 100
purine, 319, 320
pyridine, 202, 276, 298
pyrimidine, 319, 320
pyrrole, 292

quantum
confinement, 3
corral, 338, 339
number for spin, 167
size effect, 82
wire, 157, 226, 233
wire density of states, 243
quantum dot, 5, 157, 226, 230
array, 229-231
density of states, 243
laser, 251
photoluminescence, 230
size, 231
size, table, 232
tunneling, 245

quantum well, 5, 226, 228, 229, 233, 249

density of states, 243

laser, 251

preparation, 227
quaternary structure, 315, 318

radiationless transition, 196
Raman, 195, 196

active, 123, 205, 207

scattering, 203

spectroscopy, 58, 203

spectrum, electrochemical cell, 129
rare-gas nanocluster, 94
Rayleigh—Gans theory, 42



Re (rhenium) nanoparticle magnetic
moment, 89
reactivity
nanoparticle, 83
nanoparticle, measurement of, 83, 84
read mode, 182, 346
reciprocal space, 22, 234
sketch, 23
reflection high energy electron diffraction
(RHEED), 45
rehybridize, 124
remnant magnetization, 169, 170
particle size dependence, 172
replication, 319
repulsion
hard-sphere, 158
soft, 158
residue, 314
resist, 228, 263
resistor network, 232
responsivity, 250, 251
RF plasma nanoparticle synthesis, 97, 98
Rh (rhodium), 265, 266, 279
ribonucleic acid, see RNA
ribosome, 315, 324
rigid beam vibration, 7
RNA (ribonucleic acid), 257, 314, 320, 323
messenger, 323
rotaxane, 351-353
Ru (ruthenium), 279
bonded to nanotube, 129
catalyst, 129
rubber, 284
Rydberg
level x-ray emission, 66
series, 196, 244
series, exciton, 32
series, figure, 33

saponite, 274, 276
saturation magnetization, 170
particle size dependence, 174
Sh (antimony), size, 42
SC, simple cubic, 36
scanning electron microscope, 150, 292
image, 177, 178
scanning microscopy, 51
scanning transmission electron microscope,
52,53
schematic, 53
scanning tunneling microscope (STM), 24,
52, 54, 118, 119, 336338,341
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constant height and constant current
modes, 55
scattering
conduction electrons, 4
intraband, 232
length, 4
light, 286
scattering length, 73
Schrodinger equation, 77
scooter mechanism, 117
screening, Debye, 159
Se (selenium)
crystal, 154
optical spectrum, 156
secondary structure, 315, 318
Seebeck effect, 244
self assembled monolayer (SAM), 80, 260
self assembly, 4, 257, 261-263, 294-297,
300, 330
octanethiol, 349
polyamine dendnmer, 300
supramolecular, 302
semiconductor, 20
indirect gap, 25, 27, 30
intrinsic, 21
n-type, 21, 152
p-type, 21, 152
semiconductor property tabulations
(Appendix B), 361
sensor, chemical, 128
serine, 325
shielding, electromagnetic, 293
short range order, 9
shot noise, 246
Si (silicon), 15, 25, 260
bandgap, 31
carrier density, 26, 29
computer chip, 345
donor, 30
etched, 150
n-type, 152
nanoparticle, 90
nanoparticle photodissociation, 92
P-type, 152
porous, 151
Raman spectrum, 205-207
wafer, 151
wafer, etched, 152
295j, nuclear magnetic resonance, 269, 270
SICN
FTIR, 60
nanopowder FTIR, 59
silane, 300
silanol, 269, 270
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silica, 269
silica-alumina, 269, 277
silicon, see Si,
silver, see Ag
single electron tunneling, 120, 245-248
Si0,, 260

protective layer, 147

substrate, 49
size effects, 231
smectite, 274
sodium (Na)

azide, 3

beam, 3

nanoparticle, 3
soft magnetic material, 170
solid

state physics, 8

long range order, 9
s-orbital, 105
source, 245, 246
sp hybridization, 107
space

dual, 22

group, 36, 37, 39

reciprocal, 22
specific heats of semiconductors, table of

values, 368

specific surface area, 265-268
sphalerite, 16, 361
spin quantum number, 167,239
spinel MgALQ,, 11, 200
spiropyran, 347
spring oscillation, 341
square well

energies, 237-239

finite, 239

infinite, 237, 238

two dimensional, 240

wave functions, 238
stacking fault, 233
star polymer, 294
steel

alloy, 124

containing nanotubes, 131, 132

tensile strength, 131, 132
stereographic projection, 52
steric acid, 315
Stem-Gerlach experiment, 88
Stokes line, 59
Stone-Wohlfarth model, 174
storage

information, 147

magnetic, 173, 182
Stranski—Krastanovgrowth, 260

structure
face centered cubic, 78
geometric, 78
icosahedral, 78, 153
surface, 45
substrate, 228, 258
sugar, 316
sulfobetaine, 279, 280
superalloy micrograph, 49
superconductivity, 4, 253
superconductor, high temperature type,
153
superfluidity, 95
superparamagnetism, 88, 171
supramolecular
dendrimer, 302-304
self-assembly, 302
structure, 295
switch, 345
surface
area, 264
layer structure, 45
states, 215
structure, 45
surfactant, 3, 80, 286, 327, 328
oleic acid, 173
susceptibility, Pauli type, 242
suspension, 277
switch
azobenzene, 347
catenane, 348, 349
computer, 6
computer technology, 354
electronic, 351, 352
molecular, 347
optical, 348
photochemical, 348
rotaxane, 351-353
synthesis,
divergent, 299
nanoparticle, 97

Ta (tantalum), 99

Teflon, 151, 152

temperature, blocking, 176, 177

tempo, 307, 308

tendon, 311, 316, 324, 325

tensile strength, nanotube, 124, 131

tertiary structure, 318

tetrahedral site, 11, 12
fullerene, 111

tetrahydrofuran, 277, 278

tetrahydrothiophene, 277, 278



thermal
conductivity of semiconductors, table of
values, 368
diffusion, 337
energy, 175
expansion coefficient of semiconductors,
table of values, 368
thermoluminescence, 221, 222, 224
thermolysis, 99
thermoplastic polymer, 336
thermopower, 244
thiophene, 278, 292
threonine, 317
threshold current, 253, 254
thymine, 318, 322, 323
Ti (titanium), 99, 262
Tiys, 278
TiN, 39
grain size distribution, 40
x-ray diffraction, 40
TIN-NbN multilayer, 142
titania TiO,, 198, 269
trapped oxygen holes in nanoclusters, 70
Tobacco mosaic virus, 315
top-down nanostructure preparation, 227
trans-to-cis transformation, 345
transcription, 319, 323
transformation trans-to-cis, 345
transistor, field effect, 4, 246
transition
brittle-to-ductile, 138
bulk to nano, 88
Kirkwood—Adler, 158
radiationless, 196
transmission electron microscope (TEM),
42, 46
micrograph, 49
resolution, 47
schematic, 47
transmission electron microscopy, 261
transverse
acoustic (TA) mode, 20
mode, 19
optical (TO) mode, 20
trap
deep, 21, 31, 214
shallow, 31, 214
trimethylsilyl, 269, 270
tripeptide, 314, 324, 325
tropoelastin, 325
trout fish, 192
tryptophan, 315, 317
tunneling, 175
ferritin, 176
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single electron, 120

single electron, photon assisted, 71
step like features, 120

thermally activated, 293

ultraviolet, 195, 196
uncertainty principle, 82
unit cell, 9, 10, 36
unpolarized, 347, 348
uracil. 323

V (vanadium), 254
V3Si, 254
vacancy, 232
vacuole, 316
vacuum seal, 192
valence band, 20, 81
figure, 21
valine, 317
valley degeneracy, 26
van der Waals
force, 93, 154
potential, 94
van Hove singularity, 120
Vegard’s law, 18,42
velocity, energy derivative. definition, 28
vesicle, 326-328
vibration
energy, 58
mode, infrared active, 59
mode, Raman active, 59
modes, figure, 19
vibrational spectroscopy, 194
vinyl, 328
vinylcyanide, 298, 300
virus, 312, 315
vitamin, 328
Volmer—Weber growth, 259
volume compressibility of semiconductors,
table of values, 368
vortex, 255

W (tungsten) tip
micrograph, 51
stereographic projection, 52
water cluster, 96, 97
wavefunction, 76
antisymmetric, 167
chemical bond, 17
linear combination, 77, 78
nanotube. 121
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wavefimction (continued)
Schrédinger equation, 76—78
valence state, 105

wavevector, 22

wedge, 299, 302, 304

write mode. 182

Xe (xenon) nanocluster, 94
X-ray
absorption edge fine structure, 66
density of states, 244
diffraction, 37
photoelectron spectrometer schematic,
65
scan, 38
spectroscopy, 62
XPS, acronym for X-ray photoemission
spectroscopy, 62, 63

yield strength, 140
Young’s modulus, 124, 134, 139
nanograin iron, 139

zeolite, 154, 176, 222-224
cage, 222, 223
pores, 154, 155

zinc blende, 15, 196, 361
structure, 231
structure figure, 16

zirconia ZrO,, 271, 272
catalyst, 273

Zn (zinc)
femte, 172

ZnS structure, 15

zwitterion, 326
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